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Citius, Altius, Fortius —  
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Optoacoustic imaging is increasingly attracting the attention of biomedical research community due to its excellent spatial and tem-
poral resolution, centimeter scale penetration into living tissues, versatile endogenous and exogenous optical absorption contrast. 
State-of-the-art implementations of multi-spectral optoacoustic tomography (MSOT) are based on multi-wavelength excitation 
of tissues to visualize specific molecules within opaque tissues [1]. As a result, the MSOT technology can noninvasively deliver 
structural, functional, metabolic, and molecular information from living tissues. Our recent efforts in the field of optoacoustic func-
tional and molecular imaging have established new technological platforms employing spherical matrix arrays, parallel acquisition 
hardware, GPU-based data processing and fast-tuning laser systems in order to enable acquisition and visualization of spectroscopic 
information from entire tissue volumes at video rates. This has set the stage for the so-called five dimensional (real-time three-di-
mensional multi-spectral) optoacoustic imaging that offers unparalleled capabilities among the existing bio-imaging modalities [2]. 
Biomedical applications are explored in the areas of functional neuro-imaging, fast tracking of agent kinetics and biodistribution, 
cardiovascular research, monitoring of therapies and drug efficacy as well as targeted molecular imaging studies [1,3]. Handheld 
optoacoustic systems are further transforming optical imaging by offering new level of precision for clinical diagnostics of patients 
in a number of indications, such as breast and skin lesions, lymph node metastases, thyroid conditions and inflammatory bowel 
disease [4].
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Cancer is the most notorious disease that kills approximately 600,000 people every year in the USA alone and millions worldwide. It 
is well established that early detection of aggressive cancer greatly increases probability for 10-year survival. On the other hand, the 
present methods of diagnostic imaging have serious drawbacks when applied for detection of cancer and differentiation of malignant 
lesions from benign masses. Ultrasound imaging (USI), magnetic resonance imaging (MRI), X-ray computed tomography (CT) 
and nuclear imaging techniques, such as positron emission tomography (PET) and single photon emission computed tomography 
(SPECT), are being used to detect cancerous tumors in various human organs often with limited less than perfect sensitivity and 
poor specificity. In order to develop new clinically viable strategies for diagnostic imaging of cancer with increased sensitivity and 
greatly enhanced specificity, one needs to characterize not only morphological structures of tumors, but more importantly provide 
radiologists with functional and metabolic properties based on molecular contrast. 

From its early days and pioneering works, optoacoustic tomography was developed as a modality for diagnostic imaging of breast 
cancer [1]. Later technology developers realized that rapid pathological development of most solid cancers involves formation of a 
dense angiogenesis related network of microvasculature and increased consumption of oxygen. As a consequence, clinical research 
in the area of diagnostic optoacoustic imaging expanded from breast cancer to prostate, ovarian, thyroid, colon and other cancers 
[2-5]. Owing to pioneering research of 1990s and increased research efforts in the 21st century, optoacoustic imaging has emerged 
as a clinically viable modality with the potential to meet the demand of radiologists in visualizing molecular content of tissue within 
morphological structures and measurement of functional parameters such as blood oxygen saturation. Optoacoustic tomography is 
uniquely suitable for visualization and measurements of the optical absorption properties of tissue at the clinically relevant depths of 
25-50 mm, with the spatial resolution of better than 1 mm. The greatest challenge that remains is to achieve high quantitative accu-
racy of the measured optical absorption coefficients at multiple laser wavelengths, which can result in significant decrease of false 
positive diagnosis without missing aggressively growing cancer. Spatial and temporal coregistration of ultrasound and optoacoustic 
images is regarded as the most effective clinical modality for its ability to provide new functional information within readily recog-
nizable morphological structures of the tumors and their immediate vicinity.

This review analyses the potential role of quantitative optoacoustic tomography and coregistered ultrasound plus optoacoustic im-
aging in clinical detection and diagnosis of various types of cancer. As examples, Fig.1 and Fig.2 show breast tumors as depicted by 
coregistered anatomical (ultrasound) and functional (optoacoustic) images recorded in patients with benign (Fig.1) and cancerous 
(Fig.2) tumors obtained with Imagio system (Seno Medical Instruments, San Antonio, Texas). These examples demonstrate the val-
ue of functional optoacoustic imaging in significant enhancement of diagnostic specificity of breast cancer detection [6]. Ultrasound 
B-mode image presented in Fig.1 shows heterogeneous irregularly shaped mass highly suspicious for breast carcinoma. On the other 
hand, the functional image of the total hemoglobin [tHb] presented in yellow shows that microvascular density within the tumor is 
lower than in certain areas of the adjacent normal tissue and the functional image of the blood oxygen saturation [SO2] shows in 
green that the average blood oxygenation in the tumor microvasculature is normal. Thus, optoacoustic tomography shows that this 
tumor is benign, thereby eliminating false positive diagnosis. Surgical and microsurgical procedures performed as a consequence of 
false positive diagnostics account for over $3 Billion in unnecessary medical expenses in the United States

Figure 1. Coregistered ultrasound and functional optoacoustic images of a breast tumor obtained with Imagio diagnostic imaging system: ultra-
sound (left), functional image of [tHb] overlaid with ultrasound (center), and functional image of [SO2] overlaid with ultrasound. Biopsy revealed 
benign nature of this tumor.
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Figure 2. Coregistered ultrasound and functional optoacoustic images of a breast tumor obtained with Imagio diagnostic imaging system: ultra-
sound (left), functional image of [tHb] overlaid with ultrasound (center), and functional image of [SO2] overlaid with ultrasound. Biopsy revealed 
invasive breast carcinoma.

Ultrasound B-mode image presented in Fig. 2 shows relatively homogeneous round shaped mass not suspicious for cancer. On the 
other hand, the functional image of the total hemoglobin [tHb] presented in yellow shows that microvascular density within the 
tumor is much higher than in the areas of the adjacent normal tissue and the functional image of the blood oxygen saturation [SO2] 
shows in red that the average blood oxygenation in the tumor microvasculature is hypoxic. Thus, optoacoustic tomography shows 
that this tumor is a breast carcinoma. In this case false negative diagnosis of B-mode ultrasound was reverted and the probability of 
this patient to be cured from cancer was increased by early detection.

This review also presents examples of clinical images of other types of solid cancers and demonstrates that spatio-temporal coreg-
istration of functional and anatomical images permits radiological assessment of the vascular pattern around tumors, microvascular 
density of tumors as well as the relative values of the total hemoglobin [tHb] and blood oxygen saturation [sO2] in tumors relative 
to adjacent normal tissues thereby providing enhanced accuracy for estimated probability of malignancy. Pathology examinations 
on biopsied tissue of the imaged tumors typically found consistent with the microscopic interpretation of the OA/US image findings.

With the development of various targeted contrast agents, optoacoustic tomography will also be able to provide molecular informa-
tion about the malignant tumor tissue, particularly cancer-specific protein receptors that do not have endogenous optical contrast 
for deeply penetrating near-infrared light. Novel contrast agents, such as biocompatible and biodegradable nontoxic nanoparticles, 
enable molecular optoacoustic imaging, thus facilitating further characterization of cancer pathophysiology [7].

A number of examples of molecular optoacoustic images of various types of cancer acquired in vivo suggest that targeted contrast 
agents specific to cancer and genetic reporters strongly absorbing near-infrared light have the potential to enhance detection sensi-
tivity and diagnostic specificity of the optoacoustic imaging of cancer in clinical applications [2,8].
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Scanning rates of modern OCT systems have recently reached a few MHz using swept-source lasers, enabling real-time, 3-D (i.e., 
4-D) imaging of clinically relevant structures up to 2 mm below tissue surfaces. These high line rates can also be used for a differ-
ent and complementary modality - Optical Coherence Elastography (OCE) - in which mechanical waves propagating in tissue are 
tracked in both time and space. By estimating local propagation parameters such as velocity and attenuation from these recordings, 
two- or even three-dimensional elastograms can be reconstructed [1, 2]. The accuracy and resolution of these elastograms has been 
limited by the bandwidth of propagating mechanical waves. Clearly, there is still great need for robust methods exciting high band-
width mechanical waves for OCE to take advantage of the spatial and temporal resolution possible with modern 4-D OCT systems.

In this study, we report on our recent progress in non-contact, broadband mechanical wave excitation applied to OCE using both 
ultraviolet (UV) pulsed laser radiation (photoacoustic) or air-coupled focused ultrasound (US).

UV laser radiation is absorbed in a thin subsurface region of tissue, creating transient mechanical waves due to thermal expansion. 
This method has many advantages, such as no contact with the target, high localization defined by the beam diameter at the target 
surface, and rapid optical movement of the beam to any point on the target. However, laser excitation is very inefficient in converting 
light to mechanical waves for nearly incompressible media such as soft tissue. We tested this method with 5 ns, 263 nm UV pulses 
and concluded that propagating mechanical waves could be efficiently generated and tracked with phase-sensitive (PhS)-OCT only 
if the laser intensity approached the tissue ablation limit [3]. The same conclusion was achieved in a theoretical study [4].

An alternative approach is to use the acoustic radiation force provided by an air-coupled focused US beam reflected from the air/
medium interface. This method, which we call acoustic micro-tapping (AuT), was first shown in our recent studies [2, 5, 6] to be at 
least two orders of magnitude more efficient than the PA method described above. The resolution of elastograms obtained with AuT 
is defined by the spatial width of the air-coupled beam at the tissue surface and, therefore, depends on the beam carrier frequency. 
In our study, we designed, built, and used a 1 MHz cylindrically focused air-coupled transducer with an ~ 350 um beam width that 
efficiently excited mechanical waves in the multiple kHz range.

Tissue mimicking phantoms, porcine and human corneas and skin were used in ex vivo and in vivo experiments (see an example 
in Fig.1). Results strongly suggest that simple, non-contact excitation holds great promise for non-invasive characterization of soft 
media, in general, and for elasticity measurements in delicate soft tissues and organs (e.g., in the eye) in particular.

In this study, we also explore the best methods for elasticity reconstruction from space-time mechanical waveforms. We carefully 
take into account guided modes in bounded tissues and propose several different methods of tissue elasticity reconstruction with ex-
perimental data. We show that in layered media the conventional bulk shear wave assumption results in highly underestimated shear 
modulus reconstructions and significant structural artifacts in modulus images. We urge the OCE community to be careful in using 
the group velocity to evaluate tissue elasticity and to focus on developing robust reconstruction methods to accurately reconstruct 
images of the shear elastic modulus in bounded media. 

Figure 1. Schematics of the dynamic OCE method with AuT mechanical wave excitation (on the left); snapshots of mechanical wave propagation in 
ex-vivo porcine cornea at different IOP (10 mmHg and 40 mmHg, respectively for top and bottom images) on the right. Figure is reproduced from Ref [6].
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To conclude, we have shown that a fast scanning phase sensitive (PhS)-OCT system combined with acoustic micro-tapping (AuT) to 
excite mechanical waves can be used for non-contact quantitative elasticity mapping in soft tissues such as cornea and skin. Because 
both US and OCT are already used extensively in the clinic, there appears to be a straightforward path to translate the entire method 
(AuT-OCE) into a routine clinical tool.
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Optical imaging is unequivocally the most versatile and widely used visualization modality in the life sciences. Yet it has been sig-
nificantly limited by photon scattering, which complicates the visualization of tissue beyond a few hundred microns. For the past 
few years, there has been an emergence of powerful new optical and optoacoustic imaging methods that offer high resolution imag-
ing beyond the penetration limits of microscopic methods. The talk discusses progress in multi-spectral opto-acoustic tomography 
(MSOT) and mesoscopy (MSOM) that bring unprecedented optical imaging performance in visualizing anatomical, physiological 
and molecular biomarkers. Advances in light technology, detection methods and algorithms allow for highly performing visualiza-
tion in biology and medicine through several millimetres to centimetres of tissue and real-time imaging. The talk demonstrates im-
plementations in the time and frequency domain, showcase how it is possible to accurately solve fluence and spectral coloring issues 
for yielding quantitative measurements of tissue oxygenation and hypoxia and demonstrate quantitative in-vivo measurements of 
inflammation, metabolism, angiogenesis in label free mode. 
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Introduction: New is well forgotten old

After discovery of the optoacoustic (OA) effect by Alexander Graham Bell in 1880, new birthday of this phenomenon called later 
also photoacoustic (PA) effect has been happened after the invention of laser. Under supervision of professor Vladilen Lethokov I 
was involved in these studies at the beginning seventies last century [e.g., 1,2] as young student that was resulted in multiple publi-
cations summarized in several books and reviews [3-6]. At that time we demonstrated one of first applications of OA/PA effects in 
laser spectroscopy and detection of atmosphere pollutions including OA spectroscopy of the excited molecule states using heated 
OA detector, OA nonlinear and multiphoton absorption using strong-focused laser beams with high spatial resolution OA detector, 
OA isotope analysis, OA drug injection, OA scalpel, destruction of gall stones by using OA effect, the first demonstration of OA 
tomography, biophotophone for diagnostic of ear’s dysfunctions, the first application the pulsed photothermal (PT) radiometry for 
study biotissue properties and as the feedback in laser medicine, and the first demonstration of delivery simultaneously of optical 
and acoustic waves through the same optical fiber for microsurgery (U.S. Maiman award). We have also developed OA detectors for 
gas and liquid chromatography through OA detection of low concentration of molecules in gas (the State Prize of the Russian Fed-
eration) and liquid flow including identification of disease (diabetes and tuberculosis)-associated markers in exhaled air and blood 
testing from cancer patients as well as the study of OA effect impacts on cellular structures amplified by laser-induced nanobubbles. 
Latter technologies after significant improvement were recently used for breaking the physical limits and in vivo blood tests.

Nonlinear photoacoustic and photothermal effects to break the diffraction, spectroscopic, and detection limits

We proposed and demonstrated new applications of laser-induced nano- and microbubbles around heated absorbing nano- and mi-
croobjects. These phenomena lead to significant (10-100-fold) PT and PA signal amplifications with simultaneous spatial and spec-
tral sharpening of PT and PA resonances from individual absorbing nanobjects [7-11]. Based on these phenomena, we developed 
super-resolution of PA and PT microscopy beyond the diffraction limit [10-11], super-resolution PA and PT spectroscopy spectral 
hole burning [7,9], and in vivo super-resolution PA flow cytometry [12] with PA and acoustic blood and lymph flow focusing [13] 
as well as PT-PA theranostics of circulating tumor cells (CTCs) and bacteria as well as PT -gene therapy [14-15]. The discovered 
ultrasharp (0.5-1 nm) PT and PA spectral resonances in plasmonic nanostructures are accompanied by their red and blue spectral 
shifting and splitting [7-8]. Our team demonstrated also the first biomedical application of spasers (plasmonic nanolasers) as the 
brightest labels for advanced targeted single cell diagnostics and theranostics [9].

Photoacoustic flow cytometry and photothermal theranostics of circulating cells

Cardiovascular diseases, cancer, and infections remain the main causes of death in the worldwide. The diagnosis of these and other 
diseases begins with a common medical procedure: the examination of blood samples. The sensitivity of current blood tests is limit-
ed by the small volume of blood collected, in which no less than one disease-specific biomarker (e.g., tumor cell, clot, or pathogen) 
can be detected. This can miss many thousands of abnormal cells and biomarkers in the whole blood volume (~5 liter in adults), 
which can be sufficient for disease progression to difficult-to-treat if not already incurable complications (e.g., metastasis, stroke, 
or sepsis). To solve these problems, we introduced a new platform of in vivo PA flow cytometry (PAFC) called advanced version 
Cytophone for real-time detection of circulating normal and abnormal cells, biomolecules, contrast agents, micro- and nanoparticles 
in various bioflows [16-19]. Cytophone can provide identification and enumeration of rare circulating biomarkers with intrinsic PA 
contrasts (e.g., melanin in melanoma and hemozoin in malaria) or molecularly targeted with the functionalized gold nanoparticles. 
The principle of PAFC is based on the irradiation of the superficial blood vessels though intact skin with near-infrared laser pulses 
followed by detection of laser-induced acoustic waves with small ultrasound transducer attached to skin. Recent Cytophone advanc-
es include multispectral laser array, multimodal PA-PT-Raman-fluorescent detection schematics, ultrasharp rainbow nanoparticles, 
molecular targeting of disease-associated circulating biomarkers, in vivo magnetic enrichment, and combination of PA diagnosis 
with PT therapy. The capacity of this technology was demonstrated by the real-time detection of circulating individual normal cells 
(e.g., erythrocytes and leukocytes) in different functional states (e.g., normal, apoptotic, or necrotic), CTCs (melanoma, breast, squa-
mous), bacteria and parasites (e.g., E. coli,S. aureus and malaria), nanoparticles (e.g., gold nanorods, carbon nanotubes, magnetic, 
and golden carbon nanotubes), and dyes (e.g., Lymphazurin, Evans blue, and Indocyanine Green) in blood, lymphatics, bone, and 
plants. The assessment of large blood volume in vivo, potentially the patient’s entire blood volume (in adults ~5 liter) significantly 
(103-fold) enhances the sensitivity of CTC detection including rare cancer stem cells compared to the existing CTC assay ex vivo. In 
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particular, most cancer deaths (up to 90%) are a result of metastatic spread of cancer cells from the primary tumor to distant organs 
through blood system. However, current approaches have been mainly focused on the treatment of primary tumor. We introduced a 
new theranostic platform with focus on PA diagnosis and PT treatment of CTCs. Recent clinical trials using the portable Cytophone 
platform provides breakthroughs for the early detection and killing of melanoma CTCs with potential at least inhibit if not prevent 
development of difficult to treat metastasis [19].
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High-resolution raster-scanning optoacoustic mesoscopy 
(RSOM) for microvasculature imaging 

Katja HAEDICKE*

iThera Medical GmbH, Munich, Germany
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Non-invasive and high-resolution imaging of microvasculature is essential not only for the diagnosis and evaluation of certain der-
matological conditions but also in preclinical research to understand the development and treatment outcome in skin diseases and 
tumors. In clinical dermatology, so far, examinations are conducted only through visual inspection or by using dermatoscopes or 
capillaroscopes which illuminate and optically magnify selected areas of the skin. However, these modalities provide only super-
ficial, subjective and not quantifiable measures as 2D images without any information about deeper structures, limiting a precise 
evaluation of the disease progression. In the field of tumor research, especially when it comes to anti-angiogenic therapies directly 
targeting the tumor vascular network, new imaging modalities are of great interest. Until recently, an evaluation of detailed tumor 
vascular structures was only possible by using invasive procedures like skin window chambers or skin flap models with intravital 
microscopy within a small field of view. Other non-invasive modalities like BOLD-MRI or fluorescence imaging are limited due to 
low spatial resolution.

With the introduction of the novel imaging modality of raster-scanning optoacoustic mesoscopy (RSOM), the before-mentioned 
limitations can be overcome. By solely using the intrinsic optical properties of hemoglobin without any additional contrast agents, 
non-invasive, high-resolution 3D images of the vasculature can be generated, enabling a more detailed insight and more precise 
evaluation of vascular changes throughout all layers of the skin. In RSOM, the tissue is illuminated in a defined raster with a fast 
532 nm nanosecond-pulsed laser [1]. The absorption of the light energy by tissue chromophores leads to a short thermoelastic ex-
pansion of the excited molecules and subsequently to the generation of ultrasound waves. An ultra-wide bandwidth detector allows 
for the generation of high-resolution images, resolving fine structures in the lower micrometer range at several millimeters in depth. 
Different sized vessels can be distinguished based on the emitted ultrasound frequencies. Further specific technical parameters of 
the RSOM scanner are listed in table 1. 

Table 1. Technical parameters of the RSOM scanner

Wavelength 532 nm
Pulse repetition rate of the laser Up to 2000 Hz

Pulse lengths 1-2 ns
Pulse energy <1 mJ

Ultrasound detector 50 MHz
Detected ultrasound bandwidth 10-100 MHz

Step size 20 µm
Field of view Up to 12x12x4 mm

Axial/Lateral resolution 15/40 µm

The generated RSOM images can then be analyzed qualitatively as well as quantitatively by either evaluating whole areas of the skin 
or single blood vessels. Example images of the skin of a mouse leg and an ear of a mouse are illustrated in Figure 1.

Fig. 1. RSOM maximum intensity projection images of vessels in a mouse leg (a) and mouse ear (b) with red depicting larger blood vessels 
 (11-33 MHz) and green depicting smaller blood vessels (33-99 MHz). Scale bar = 1 mm.



13

In preclinical research, RSOM was successfully used to reveal the vascular network supporting melanoma growth over time [1] and 
to monitor therapy response in tumors to anti-VEGF and anti-vascular treatments like photodynamic therapy in colon carcinomas. 
Furthermore, first studies could depict differences in vascularization in mice ears and skin with atopic dermatitis and scleroderma. 
In the clinical field, RSOM could not only depict different skin layers and moles but also disease markers like thickened epidermis, 
larger capillary loops or alterations in the dermal vasculature with changes in blood volume for psoriasis [2]. In addition, hyperther-
mia induced vasodilation was studied on a single-vessel level, demonstrating the high sensitivity of RSOM [3].

In future, RSOM can be used to study tumor development and therapy mechanisms in the preclinical setup as well as human der-
matological diseases like skin cancer, actinic keratosis, scleroderma, psoriasis and many more applications to improve the current 
evaluation standards and overall treatment efficacy. RSOM is a powerful tool to monitor blood vessels in the skin and tumor angio-
genesis. With the future implementation of additional wavelengths, this modality will be able to distinguish several chromophores 
like melanin, oxy- and deoxy-hemoglobin, and even contrast agents at high resolution in a multispectral manner and therefore 
expand the opportunities for high precision imaging.
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Photothermal Readout for Microfluidics and Nanofluidics  

Takehiko Kitamori
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There may be no need to explain that photothermal spectrometry is ultrasensitive for nonfluorescent molecules in this community. 
However, photothermal spectrometry has poor selectivity, and it is also not necessary to refer here. Therefore, especially for analyt-
ical applications, separation of the target molecule, that is the analyte, from admixtures is indispensable for ultrasensitive analysis 
applying photothermal spectrometry. This is the reason why such separation is in effective combination with the microfluidic de-
vices which can integrate complicated chemical processes of separation chemistry like extraction, immunoassay, chromatography 
and so on.

We made thermal lens spectrometry possible under an optical microscope which was named thermal lens microscope TLM in 1993, 
and we combined the TLM with microfluidic devices as a readout detector for the isolated molecules by the microfluidic chemical 
separation. This combination of microfluidics and TLM worked very well, and we could demonstrate solvent extraction (wet analy-
sis), immunoassay, chemical reaction monitoring, cell culture experiments, etc., in the early 1990's when it was almost the same time 
as microfluidics for electrophoresis so called m-TAS was founded. These demonstrations which notified a wide range of applications 
to biomedical and chemical researchers were based on pressure driven fluidic control, and our method was generalized as micro con-
tinuous chemical processing which consisted of micro unit operation MUO, and these demonstrations changed the tide of research 
of microfluidics from electrophoresis/electroosmosis to pressure driven fluidics, which have been a basis of today's microfluidics 
which have spread into bio, medical and chemical fields. However, honestly saying, such microfluidics of ours was a byproduct of 
TLM development in our lab. The short history of pioneering microfluidics will be also introduced in the lecture.

From the early 2000's, we turned the rudder to nanofluidics which was still unexplored at all. Our first paper of the nanofluidics was 
in 2002. There were many technical difficulties to make ways into nanofluidics of which channel size became one thousandth at 
once. Detection was also one of the difficulties. In the first place, size of nanochannels is smaller than the wavelength of light, and 
then, geometrical optics like thermal lensing effect itself doesn't work. Therefore, we introduced wave optics to detect the refractive 
index change induced by photothermal effect in a nanochannel. Concretely, a differential interference contrast DIC optics was in-
troduced in the TLM system which was named DIC-TLM, and we succeeded in ultrasensitive detection of refractive index change 
induced by photothermal effect of the analyte molecules in a nanochannel in 2009. This DIC-TLM was also a powerful readout 
detector of our nanofluidic devices, and many applications of nanofluidics were initiated similar to microfluidics development. And 
now, we have developed analytical chemistry at pL, fL, and even aL levels, and the application for the ultimate analysis at single 
to countable molecules is available in our laboratory. In the lecture, details of the DIC-TLM and the application of nanofluidics to 
"stimulation released cytokine protein analysis from living single B cell at countable molecules levels" will be introduced.
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Optical and Photothermal Detection of Single Molecules  
and Single Gold Nanoparticles  
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I shall present several optical methods giving access to signals from single molecules and single gold nanoparticles. The latter 
objects are interesting because of their strong interaction with light mediated by their plasmon resonance, and because they are 
chemically and photochemically very stable. The experiments are based on fluorescence or photoluminescence, scattering, absorp-
tion detected by photothermal contrast, purely refractive effects leading to shifts of the plasmon resonance, or plasmon-enhanced 
fluorescence of weak emitters.

The optical isolation of single gold nanoparticles leads to their spectroscopic study on a single-particle basis and, through their 
plasmonic properties, to the study of their direct surroundings. I shall illustrate this general idea with some recent experiments from 
our laboratory.

Besides fluorescence, other optical signals can provide enough contrast to detect single molecules. The sensitivity of photothermal 
contrast can be pushed to the detection of individual organic absorbers with negligible fluorescence yields [1]. For photosensitive 
objects such as single conjugated polymer molecules, the absorbed intensities often lead to photodegradation of the molecules in 
very short times. In that case, it is possible to reduce the illumination intensity by increasing the sensitivity of the photothermal 
medium. We have shown that near-critical xenon, or carbon dioxide, are convenient media to enhance the photothermal signal by 
more than two orders of magnitude [2]. Critical fluctuations also increase the noise on the measurements, but this detection method 
makes it possible to detect single molecules with light intensities much lower than in regular molecular liquids such as glycerol or 
methanol.

The strong optical near field close to the tips of gold nanorods enhances coupling to optical waves, both for excitation and for emis-
sion [3,4], and make the surface plasmon resonance sensitive to refractive index changes in the environment. This effect allowed us 
to detect individual non-absorbing proteins [3]. These biomolecules were bound to the functionalized metal surface with preferential 
attachment to the tips of the nanorod. The binding and unbinding of single protein molecules from the solution gave rise to sudden 
absorption steps, and could be of use in micro-analytical applications and in-situ sensing. More recent versions of this experiment 
use parallel scattering measurements of tens or hundreds of gold nanorods, which are monitored simultaneously. Single gold na-
norods can also enhance the fluorescence of single molecules by enhancement of excitation and of radiative decay. This enhance-
ment is particularly important for weakly emitting dyes, which then become observable at the single-molecule level [4].

By photothermal methods, we have monitored the nanosecond dynamics of steam nanobubbles formed in a liquid around a nanopar-
ticle upon plasmonic heating [5]. We show that steam nanobubbles are extremely nonlinear systems that present dynamics in the 
nanosecond time scale and are very sensitive to perturbations. For example, a nanobubble could probe changes in pressure and act as 
a fast acousto-optical transducer. The strong light-matter interaction caused by plasmons opens many new experiments, such as the 

manipulation of position and orientation of 
anisotropic gold nanoparticles in complex 
media.
Fig. 1. Examples of images of single molecules 
of the conjugated polymer MEH-PPV, recorded 
in photothermal microscopy (a) and in fluores-
cence (b). The scatter plot (c) and histograms of 
signal strengths (photothermal (d), and fluores-
cence (e)) show the partial correlation of photo-
thermal and fluorescence signals. Figure repro-
duced from ref. 2.
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Time-resolved detection of photoinduced heating  
and volume changes during protein reactions   

Masahide Terazima
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Heating after photoexcitation to the electronic excited states is generally observed in condensed phase, and the techniques to detect 
the heating are called the photothermal methods. We have been using this photothermal technique, in particular, the transient grating 
(TG) and transient lens (TrL) methods, to understand chemical reactions of biomolecules.

The thermodynamics have been playing very important roles in revealing the nature of molecules in solution. In particular, the 
thermodynamics is important for revealing fluctuation. Although the most stable state of a protein exists at a global minimum of the 
Gibbs energy surface, there must be many local minima around the minimum, and there must be many jumps among the minima 
due to the thermal energy. Proteins are impossible to escape from the thermal fluctuation. The importance of fluctuation has some-
times been used to explain enzymatic reactions. However, compared with the determinations of the static structures, detection of 
fluctuation and in particular its relationship to the protein reaction is very difficult, and it is almost impossible to apply traditional 
techniques to irreversible reactions or reactions involving short-lived species. Our group has demonstrated the usefulness of the TG 
and TrL methods for quantitative measurements of the enthalpy change (ΔH) and the partial molar volume change (ΔV) during pho-
tochemical reactions in time-domains at one temperature without assumptions. Here we will report on the thermodynamic studies 
of short-lived intermediate species of a biological protein, PixD.

PixD is a relatively short protein (17 kDa) that consists of a BLUF (blue light sensors using a flavin chromophore) domain and 
additional short helices. PixD possesses FAD as the chromophore. PixD from the thermophilic cyanobacterium Thermosynechoc-
occus elongatus BP-1 (Tll0078) is called TePixD. A crystal structure of TePixD forms a decamer that is composed of two pentamer 
rings (Fig.1(a)). This decameric structure is maintained in solution. The photochemical reaction of TePixD was initially studied by 
absorption spectroscopy. Upon blue light irradiation, the visible absorption band of FAD is red shifted by ~10 nm indicating creation 
of an intermediate (I1) state. The kinetics of the red shift were determined by the flash photolysis method to be sub-nanoseconds

A typical TG signal is depicted in Fig.1(b). The initial decay was attributable to the thermal grating caused by the thermal energy 
released from the excited molecule. The second weak decay component was expressed well by a single exponential function with 
a time constant of 40 μs. The rate constant was independent of the grating wavenumber, so the kinetics should represent intrinsic 
reaction kinetics. This component was attributed to the volume grating due to the increase of the partial molar volume of TePixD 
indicating creation of the second intermediate (I2) state. The slowest rise-decay curve on the millisecond time scale was dependent 
on the grating wavenumber, and this peak was attributed to the molecular diffusion process. The rise and the decay parts, respec-
tively, can be assigned to the diffusion of the reactant and a product. It was shown that this reaction is the dissociation reaction from 
the decamer to the pentamer. The excited TePixD returns back to the dark state with a time constant of 12 s at room temperature

We tried to measure the compressibility of the reaction intermediate. For this purpose, a high-pressure optical cell was constructed 
and the volume change at various pressures was measured quantitatively in the time domain. The volume property was very sensitive 
to pressure. From the pressure dependence of ΔV for the I1 and I2 intermediate states, ΔκT of I1 and I2 were determined to be 5,6×10-2 
cm3/mol MPa for I1 and 6,6×10-2 cm3/mol MPa for I2. Therefore, this result showed that the partial molar volume fluctuation of the 
short-lived intermediate states is enhanced transiently compared with that of the ground state. As the compressibility is related to the 
volume fluctuation, these intermediates fluctuate a greater extent than the ground state. We will discuss the results in more detail.

Fig.1 (a) Decamer struc-
ture of TePixD. Upper 
and lower tetramer rings 
are indicated in green 
and purple, respectively. 
(b) Typical TG signal of 
TePixD at 0.1 MPa. The 
origins of the phases of 
the TG components are 
indicated in the figure.
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Photothermal Control of Micro- and Nanoobjects  
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The optical generation of localized and dynamic temperature fields is accompanied by new fundamental physics. We will address 
three topics of thermal non-equilibrium processes around optically heated metal structures in solution to demonstrate new phenom-
ena and new tools for the control of single molecules, particles or more complex matter in solution.

At first we will consider the case of a spherically heated metal particle in solution, where photothermal detection principles allow to 
study their Brownian motion [1]. The radially symmetric temperature profile around the particle will cause a viscosity gradient as 
well. Due to the temperature field and the viscosity profile Debye Stokes Einstein relation, which is a consequence of a fluctuation 
dissipation relation is as well as the equipartition theorem at question. A suitable fluctuation dissipation relation with an effective 
temperature and an effective friction can be recovered, if one recognizes that temperature and hydrodynamics are intimately related 
in what is called Hot Brownian Motion [2]. Due to this coupling of temperature field and viscous dissipation in the liquid surround-
ing the particle different degrees of freedom of the particle and even the configurational and kinetic temperatures i.e. the ones dis-
played in the diffusion coefficient and the instantaneous velocity distribution are not any more the same.

At second we refer to situations where the radial symmetry is broken and a tangential temperature gradient exists along interfaces, 
i.e. as generated by optically heated metal nanostructures on a substrate surface net to a liquid. In such situations the difference in 
the heat content along the interface goes along with an osmotic pressure difference that sets up an interfacial creep flow. This type of 
thermo-osmotic flow [3] is much like the flow due to an osmotic pressure difference as a result of different ion concentrations across 
a semipermeable membrane. The thermo-osmotic pressure difference is what drives the motion of particles and molecules from the 
hot to the cold regions in a liquid and what is termed thermophoresis. A photothermal control of thermo-osmotic flows and ther-
mophoresis lets us now create a thermophoretic trap that enables the confinement of single nano-objects using heat. With the ther-
mophoretic trap we are able to hold and compress single DNA molecules or single fibrillar aggregates of peptides which are linked 
to the appearance of neurodegenerative diseases like Alzheimers, Parkinson and Huntington disease. Our study of fibrillar peptide 

aggregates provides for the first time access to the real-time 
observation of fibril growth in solution without immobiliza-
tion by long time rotational diffusion measurements (Fig. 1). 
It also highlights for the first time directly, that processes like 
fibril fracture are relevant for the growth of peptide aggregates 
[4], an issue which has been suggested for a long time but 
never been observed directly.
Fig. 1. (Top) Intensity (line) as well as rotational diffusion coefficient 
time trace (bars) of an Aβ40 peptide fibril (1.6 µm length) in buffer 
as a function of time. The rotational diffusion coefficient is constant 
over a period of more than 100 minutes before the fibril fractures 
spontaneously at about 120 minutes into a 1.3 µm and a 0.3 µm frag-
ment. (Bottom) Image series for the fracture event detected in the 
above time trace.

As the third example, we show how photothermal effects can be used to create active matter. Artificial active matter is a model sys-
tem for living matter which shares the same features of energy consumption and active response. It is also a way to prepare thermally 
powered micro-machines. When metal structures are combined with colloidal polymer particles, tangential temperature gradients are 
generated across the colloidal particle surface. The resulting thermo-osmotic flows propel the particles at a speed which is controlled 
by the incident light. These active particles give new insights into phase separation and structure formation under non-equilibrium 
conditions. The light control of the photothermal processes in these active particles also allows a feedback control [5]. With the 
help of this feedback control we highlight in experiments the importance of information exchange as a structure formating element, 
which is relevant in all kinds of assemblies of cells in terms of cell signaling up to whole organisms creating swarms and flocks [6].
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Quantitative Imaging  
of Optical Absorption Spectra Using Photoacoustics    
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Photoacoustics (PA) is rapidly bringing molecular sensitivity to ultrasound (US) imaging for many biomedical applications leverag-
ing recent developments in molecular-scale bioconjugated contrast agents and integrated system design for multispectral imaging. 
However, true quantitation of absorber concentrations using multispectral measurements has been limited for in vivo applications 
due to wavelength-dependent fluence variations at depth in a medium, and by motion artifacts. In this presentation, we will explore 
techniques to overcome laser fluence variations and motion artifacts and demonstrate their applicability at multiple size scales. In 
particular, we will show how controlling laser fluence enables quantitative PA spectrophotometry even in highly scattering media, 
and how an integrated PAUS system can quantify wavelength-dependent fluence variations in vivo and correct for motion artifacts 
in multispectral PA images appropriate for clinical applications.
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Photocarriers in semiconductors excited by modulated laser sources give rise to diffusion waves that can be used to study and char-
acterize the electronic properties of materials and devices. In this talk the concept of carrier diffusion waves will be reviewed [1]. 
Then, Lock-In Carrierography (LIC), a near-infrared (NIR)-camera-based quantitative diffusion-wave methodology developed in 
the CADIPT for non-destructive imaging of electronic materials and devices, will be presented [2]. With the recent advent of the 
heterodyne mode (HeLIC) [3], high-frequency imaging up to and beyond 100 kHz has been achieved, which allows hundred-Hz 
frame-rate NIR cameras to map out carrier-diffusion-wave microsecond-level recombination dynamics in active optoelectronic de-
vices like solar cells. Beyond today’s state-of-the-art single effective-lifetime imaging, the high-frequency information from HeLIC 
can help resolve multiple carrier recombination rates/lifetimes, Fig. 1. Introducing the rate-window, a resonant time-gated modality 
applied to decaying photocarrier diffusion-wave temporal profiles in Si solar cells, Fig. 2, the resulting time-resolved tomography 
(coined definition: “lifetime chronotomography”) will be shown to give rise to three-dimensional space-time reconstructions of su-
perposed multiple lifetime modes in solar cells, thus providing novel penetrating physical insights into the solar energy conversion/
loss mechanisms.

Fig. 1: Two-lifetime images and the corresponding weighting factor obtained from high-frequency HeLIC image data and a multi-lifetime model. 
(a) lifetime No.1; (b) lifetime No.2; and (c) weighting factor of lifetime No.2.

Fig. 2. Two slices of carrier lifetime chronotomography obtained from rate-window-resonance based time-domain reconstruction. (a) tomogram 
at 15 ms; (b) tomogram at 20 ms.
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From Past through Present to Future…    
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1880 Spectrophone as proposed by A G Bell

Thanks to Alexander Graham Bell and Allan Rosencwaig, photoacoustics took off in the 1970s and the very first conferences fo-
cused on photoacoustic and photothermal spectroscopies.

Nowadays, thanks to the sophistication of theoretical models and, above all, thanks to experimental expertises allowing us to see 
and listen to cells, to detect nano-emitters, to work using Gigahertz waves... the fields of photoacoustics and photothermal inves-
tigations have expanded in all areas: biomedical sciences and biophotonics, material science and characterization, chemistry and 
earth sciences...

But there is still a need to improve our understanding and the detection techniques. The last two topics of the 20th conference will 
be dedicated to it: Fundamentals and methodologies of Photothermics, Photoacoustics/Optoacoustics, and Related Techniques or 
Phenomena.

From Ames 1979 (Iowa, USA) to Moscow 219 (Russia), what a journey, both literally and figuratively, for ICPPP conference attend-
ees! Connection of all the conference venues is as long as 6 times the world circonference! We have visited every continent except 
Oceania and Antartica.

I propose to highlight all the photoacoustic and photothermal discoveries that have made fantastic progress in medical diagnosis, 
non-destructive evaluation, material characterization, nanostructure visualization... during a trip around the world.
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In 1968 the first kinetic study of photoinduced processes in solution using photo(opto)acoustics was reported [1]. An amplitude-mod-
ulated high-pressure mercury lamp irradiated the solution, the acoustic wave was detected by a microphone attached to a cuvette and 
the signal was fed to a lock-in amplifier. Transient species with ms lifetimes could be studied. In 1969, dyes solutions were excited 
with µs light flashes, a capacitor microphone detected the acoustic waves and signals were averaged. Since the apparatus response 
was 100 µs, glycerol was the solvent in order to slow down the relaxation processes [2]. The same group studied chromatophores 
of photosynthetic bacteria and was the first to analyse the volume changes taking place in solution after light excitation as a sum 
of a thermal contribution due to the excited states relaxation plus a term due to structural changes [3], e.g., due to solvent reorgani-
zation upon photoisomerization. Several groups applied the technique of photoacoustic spectroscopy (PAS) to photosynthesis and 
presented their work at the “International Topical Meetings on Photoacoustic and Photothermal Phenomena” (predecessor of the 
International Conferences on Photoacoustic and Photothermal Phenomena). Among them, the group around Shmuel Malkin with 
David Cahen in Israel, who proposed light saturation of the systems to obtain an internal calorimetric reference [4, 5], Buschmann 
and Prehn in Germany [6], Moore et al. in Arizona, USA [7], and the group around R.M. Leblanc in Trois-Rivières, Canada [8], with 
strong collaboration with the group of Danuta Frackowiak in Poznan who also carried out a number of studies of PAS of photosyn-
thetic membranes and antenna pigments with polarized light [9].

The question of the separation of the signals due to heat and to oxygen when doing PAS experiments with leaves was addresses by 
P. Korpium and S. Malkin in a report during the Doorwerth 7th ICPPP [10].

The laser as a source of short pulses and piezoelectric (PZT) acoustic detectors permitted improving the time resolution to several 
ns. In 1979 Andrew Tam and Kumar Patel used PZT detection of ultrasonic acoustic waves at low temperatures and developed a 
stainless-steel finger that could be clamped to the side of a regular 1-cm quartz cuvette [11]. This instrumentation opened the pos-
sibility of measuring ns to µs lifetime species under normal conditions of pressure and temperature. Zharov (Moscow, USSR) and 
collaborators developed several procedures for the use of pulsed lasers and piezo-detection in medical areas [12].

In Mülheim we built the equipment following Patel’s design and ns laser pulses for the study of photoinduced processes in open-
chain tetrapyrrols (chromophores of phytochromes) [13], in plant phytochrome [14, 15] as well as in photosynthetic units [16]. We 
called the technique Laser-Induced Optoacoustic Spectroscopy (LIOAS). Using this equipment, Merten Jabben performed the first 
experiment in vivo with intact leaves [17]. Retinal proteins, photoactive yellow protein and flavin-bearing blue-light sensor proteins 
were studied [18, 19]. Structural volume changes were correlated with entropy changes associated with light-induced processes.

The group led by Kevin Peters (Boston, USA) developed a similar arrangement to study photochemical reactions and called the 
technique Photoacoustic Calorimetry (PAC). Jeanne Rudzki in this group presented in her PhD thesis work a procedure to deconvo-
lute the sample signal from the transducer function and extract lifetimes of the transient species in the ns and µs time range and the 
volume changes associated with the formation and decay of such transients [20]. Jeanne Rudzki and Enoch Small started a company 
some years later (Quantum Northwest) and commercialized a thermostated cuvette and a detector using piezoelectric films as well 
as the software for deconvolution of sample and apparatus signals.

The application of Temperature-dependent LIOAS to photosystem II (PSII) reaction centres (RC) without the antenna, combined 
with ns-flash photolysis of complete PSII RC, led us to conclude that the carotene in the so-called inactive D2 branch in plant RC 
acts as a protector for high light-intensity situations. This work was presented at the 16-ICPPP [21].

Luis Arnaut and Dick Caldwell built a front-face cuvette with a dichroic mirror in front of the piezodetector and a flowing thin film 
of the sample solution. With pulsed lasers and this arrangement time resolution down to ca. 2 ns was obtained in PAC [22]. This 
system, however, has disadvantages for its use with proteins.

Extending the time domain of photothermal techniques to ps times for the application to biological molecules (proteins and DNA) 
was addressed by Dwayne Miller in a contribution on “Picosecond transient thermal phase grating spectroscopy: from proteins to 
surfaces” during the ICPPP Baltimore meeting and published in Science [23].
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Thermal lensing (TL) is extremely accurate and sensitive. Its use for trace detection has been reported in all ICPPP meetings. In 
1983 Deng, Sheng and Wang presented a TL study for trace solutes determination [24]. TL time range is much wider than with 
LIOAS because heat diffusion in solvents is longer than the lifetimes of the photoproduced transient species in dyes. However, light 
absorption by these transient species complicates matters (see below).

In 1987, we reported on the quantitative determination of singlet molecular oxygen production (and its lifetime) using time-resolved 
TL (TRTL) [25]. Isak, Komorowski and Eyring presented a combination of TRTL and PAC for the study of dyes in solution [26]. A 
related technique is Photothermal Deflection Spectroscopy (PDS), also called Photothermal Beam Deflection (PBD). Komorowski 
and Eyring reported a comparison of the sensitivity and time resolution between BD and acoustic detection with a polyvinylidene 
fluoride film (PVF2) for pulsed signals in liquids [27], and the same group presented later measurements by PBD and radiometry of 
thermal diffusivities in liquids, in particular in molten salts [28].

PAC/LIOAS can resolve times up to few µs. The photoinduced cycles of biological photosensors may take minutes for completion. The 
longer times involve movements in optically silent regions of the protein far from the chromophore. We applied PBD to follow the cycle 
of bacteriorhodopsin (BR), completed in ca. 10 ms after ns-pulse excitation. This was a difficult enterprise, due to the dependence of 
the refractive index on the absorbance of all species in the whole spectral range (population lens explicited in the Kramers-Kronig law). 
P. Schulenberg, during his doctoral work, solved the problem for BR, the results were presented at the ICPPP meeting in 1994 [29]. M. 
Terazima presented at the same meeting an approach for the discrimination between population lens and heat lens in TRTL experiments 
[30]. More recently, Klauss et al. optimised the PBD technique to determine the structural volume changes in the seven steps (from µs 
to several ms) taking place for water oxidation (upon pulse excitation) in the manganese centrum of PSII [31].

M. Terazima with N. Hirota have applied the technique of time-resolved thermal grating (TRTG) to study photoinduced reactions in 
solution, among them those of photoreceptor proteins. In the 12th ICPPP [32] M. Terazima reported on energy and volume changes 
induced by photoinitiated proton releasing reaction with apomyoglobin using TRTG, called it time-resolved diffusion technique and 
used it to compare the behaviour of cryptochrome, a blue-light sensing chromoprotein responsible for the entrainment of circardian 
rhythm in plants and many animals, and that of photolyase, a DNA light-induced repair protein. Although differing in function, both 
proteins have a similar amino acids sequence as chromophore cavity; however, different time-resolved movements were observed 
in both proteins [33]. With the same method, in 2018 the group reported on the photoinduced diffusion changes of a blue-light 
regulated enzyme involved in the photomovement of some bacteria and interpreted them as due to protein conformational changes, 
concluding also that this protein is a non-linear photosensor [34].

Molecular movements upon light-induced proton transfer in proteins and of protein folding can be followed by PAC/LIOAS. After 
laser-induced proton release, the protonation of short polypeptides and proteins gives rise to the acoustic signals [35, 36].

References

1. E. Hey, K. Gollnick, Ber. Bunsen Gesellschaft, 72, 263 (1968)
2. J.B. Callis, M. Gouterman, J.D.S. Danielson, Rev. Sc. Instr., 40, 1599 (1969)
3. J.B. Callis, M. Gouterman, W.W. Parson, Biochim. Biophys. Acta, 267, 348 (1972)
4. P. Poulet, D. Cahen, S. Malkin, Biochim. Biophys. Acta, 724, 433 (1983)
5. O. Canaani et al., Photoacoustic and Photothermal Phenomena II, eds: J.C. Murphy et al., Springer, 6th ICPPP, Baltimore, 1989, 435
6. C. Buschmann, H. Prehn, Photoacoustic and Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, Heidelberg, 1987, 523
7. T.A. Moore, R. Benin, R. Tom, J. Physique, 3rd ICPPP Paris, Colloque 6, C6-351,1983
8. (a) R. Carpentier et al., J. Physique, 3rd ICPPP Paris, C6-355, 1983; (b) R.M. Leblanc, C.N. N’Soukpoé-Kossi, Photoacoustic and 
Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, Heidelberg, 1987, 514
9. D. Frackowiak et al, Photochem. Photobiol. 43, 335 (1986)
10. P. Korpiun, S. Malkin, Photoacoustic and Photothermal Phenomena III, ed: D. Bicanic, Springer, 7th ICPPP, Doorwerth, 1991, 59
11. A.C. Tam, C.K.N. Patel, Rev. Mod. Phys. 53, 517 (1981)
12. V.P. Zharov et al, Photoacoustic and Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, Heidelberg, 1987, 533
13. S.E. Braslavsky et al., Tetrahedron, 39, 1909 (1983)
14. M. Jabben, S.E. Braslavsky, K. Schaffner, J. Physique, 3rd ICPPP Paris, Colloque 6, C6-389, 1983
15. K. Heihoff, S.E. Braslavsky, K. Schaffner, Biochemistry 26, 1422 (1987)
16. C. Nitsch, G. Schatz, S.E.B, Biochim. Biophys. Acta 975, 88 (1989)
17. M. Jabben, K. Schaffner, Biochim. Biophys. Acta, 809, 445 (1985)
18. M.E. van Brederode, T. Gensch, W.D. Hoff, K.J. Hellingwerf, S.E. Braslavsky, Biophys. J. 68, 1101-1109 (1995)
19. A. Losi, S.E. Braslavsky, Phys. Chem. Chem. Phys., 5, 2739-2750 (2003)
20. J.E. Rudzki, J.L. Goodman, K.S. Peters, J. Am. Chem. Soc. 107, 7849 (1985)
21. S.E. Braslavsky, A.R. Holzwarth, 16th ICPPP, Merida, 2012, Int. J. Thermophysics, 33, 2021 (2012)
22. L.G. Arnaut et al., Rev. Sc. Instruments, 63, 5381 (1992),
23. R.J.D. Miller, L. Genberg, L. Richard, S.M. Gracewski, Photoacoustic and Photothermal Phenomena II, eds: J.C. Murphy et al., Springer, 
6th ICPPP, Baltimore, 1989, 380; L. Genberg, L. Richard, G. McLendon, R.J. Dwayne Miller, Science, 251, 1051 (1991)
24. Y. Deng, R. Sheng, M. Wang, J. Physique, 3rd ICPPP Paris, C6-569,1983



23

Jubilee Session 
25. R.W. Redmond, S.E. Braslavsky, Photoacoustic and Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, Heidelberg, 1987, 95
26. S.J. Komorowski, S.J. Isak, E.M. Eyring, Photoacoustic and Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, 
Heidelberg, 1987, 103
27. S.J. Komorowski, E.M. Eyring, Photoacoustic and Photothermal Phenomena, eds: P. Hess, J. Pelzl, Springer, 5th ICPPP, Heidelberg, 1987, 484
28. D.P. Cobranchi, N.F. Leite, J. Isak, S.J. Komorowski, A. Erhard, E.M. Eyring, Photoacoustic and Photothermal Phenomena II, eds: J.C. 
Murphy et al., Springer, 6th ICPPP, Baltimore, 1989, 328,
29. P. Schulenberg, W. Gärtner, S.E. Braslavsky, J. Physique IV, Colloque C7, C7-477, 8th ICPPP, Guadeloupe, 1994, J. Phys. Chem. 99, 9617 (1995)
30. M. Terazima, J. Physique IV, Colloque C7, C7-345, 8th ICPPP, Guadeloupe, 1994
31. A. Klauss, M. Haumann, H. Dau, J. Phys. Chem. B 119, 2677 (2015)
32. J. Choi, M. Terazima, 12th ICPPP, Toronto, Canada, 2002
33. M. Kondoh, M. Terazima, Photochemistry and Photobiology 93, 15 (2017)
34. K. Shibata, Y. Nakasone and M. Terazima, Phys. Chem. Chem. Phys., 20, 8133 (2018)
35. S. Abbruzzetti, C. Viappiani, J.R. Small, L.J. Libertini, E.W. Small, Biophysical J. 79, 2714 (2000)
36. C. S. H. Jesus, P.F. Cruz, L.G. Arnaut, R.M.M. Brito, C. Serpa, J. Phys. Chem. B 122, 3790 (2018)



24

Keynote Session A6+B7 

Photoacoustic imaging with compact handheld probes     

Wiendelt Steenbergen

University of Twente, Enschede, The Netherlands

w.steenbergen@utwente.nl

Photoacoustic imaging is a promising novel modality for biomedical imaging, and is the topic of a huge research effort in the recent 
decade. This effort has led to a range of devices for various applications, and to novel measurement strategies and algorithms for im-
age reconstruction. However, no potential application of photoacoustic imaging has made it to the clinic, while the images obtained 
are sometimes stunning. My contribution will focus on recent efforts to develop devices which are meant to bridge the gap between 
lab and bedside by integrating photoacoustic imaging in a normal ultrasound scanner, making use of affordable light sources.

A European consortium of industrial and academic partners has developed systems for combined PA and US imaging, in which 
pulsed diode lasers and laser drivers have been integrated with an ultrasound imaging array into a handheld probe. This is a unique 
effort which can only be undertaken by industrial-academic partnerships who join their technologies and expertise.

I will discuss the development from the first photoacoustic images made with diode lasers with pulse energies of <10 mJ [1] through 
a number of innovations [2], to the current generation of multiwavelength probes with pulse energies of more than 1 mJ per wave-
length.

Next, I will present our efforts to improve image quality by the suppression of reflection artefacts (clutter) in various manners. Meth-
ods will be presented that make use of the ultrasound reflections by the tissue [3], along with algorithms that utilize multiwavelength 
responses of the tissue [4] and controlled translation of the probe.

Finally, I will discuss steps towards measuring blood flow using the photoacoustic Doppler effect [5].
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Introduction

Since 10 years, a new instrumentation, called AFMIR, has been developed in our team at the Chemical-Physics laboratory (LCP, Uni-
versité Paris-sud) to perform IR spectromicroscopy analyses at the nanoscale. This technique is based on photothermal effect [1–3] and 
is the result of a coupling between atomic force microscopy (AFM) and IR spectroscopy to perform local IR absorption measurements 
(Patent US11 / 803421, A. Dazzi). This combination makes it possible to identify at the nanoscale organic molecules without using 
exogenous markers. The application fields range from biomedical, to polymer science and astrochemistry.

In our team, the technique has shown its potential in the study of lipid bodies in microorganisms. Nevertheless, in its initial configura-
tion, the instrumentation has reached a limit in term of sensitivity: the size of the smallest object (chemically pur) detectable is around 
50 nm. New experimental approaches are therefore developed to solve the problems and overcome the technical constraints imposed 
by the system itself (configuration of illumination - sensitivity -study of soft sample...).

In particular, two changes were significant:
First, a change of configuration was done that allowed us to go down in terms of resolution and to reach tens of nanometer. This break-
through offers new perspectives such as the study of protein fibers or nanoparticles. The second concerned the AFM imaging itself: 
AFM-IR was used mainly in the contact mode, thus preventing its application in soft or loosely adhered samples such as polymeric 
nanoparticles (NPs) of less than 200 nm. Here, we will present an application of tapping AFM-IR, which enabled addressing the limita-
tions of the contact mode AFM, thus extending its application to unraveling the chemical and morphological features of soft, spherical 
samples difficult to fix on the AFM substrate [4].

Polymeric biodegradable NPs are a typical example of samples very challenging to investigate using AFM in the contact mode. For this 
reason, they were selected here to test the newly developed AFM-IR configuration. These particles constitute intriguing reservoirs able 
to release their drug cargo in a controlled manner at targeted sites in the body.

Results

We will show the possibilities to apply AFM-IR as an analytical technique for the study of polymeric nanoparticles. In the first part, the 
principle of the technique will be presented as well as the experimental constraints. Then we will show how the method can be used to 
reveal new insight about the structure of polymeric nanoparticles and the antibiotic repartition compared with low resolution methods. 
To conclude, we will demonstrate the use of AFM-IR as a new label free tool to study the localization of nanoparticles carrier inside 
fixed macrophages at the subcellular scale [3].

Discussion

We will discuss how the possibility to have acces to chemical informations at high resolution can be critical for further improvements of 
efficient drug nanocarriers. Indeed, elucidating the substructure without any labelling of nanoparticles loaded with antibiotic is usefull 
to understand the effect of various parameters on the interaction between the different components, which is crucial to the vialibility 
and the optimization of these systems. Furthermore, AFMIR might be an interesting tool to directly probe the chemical composition of 
nanoparticles within the cells, investigate their degradation and elucide the key steps in the mechanism of drug release.
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Direct measurement of thermal transport on experimentally controllable length scales offers excellent prospects for detailed under-
standing of the kinetics in microscopic terms. For phonon-mediated heat transport, the wavevector-dependent phonon mean free 
paths and how they are influenced by phonon-phonon scattering and scattering due to impurities and crystalline defects are the key 
ingredients for a detailed description of transport kinetics. We have used transient thermal grating (TTG) measurements in which 
the length scale D on which thermal transport is measured is set by the interference period produced by two intersecting “excitation” 
laser pulses. Diffraction of probe laser light from the transient thermal grating pattern is measured, and its time-dependent decay 
reveals the kinetics of thermal transport. If the kinetics are diffusive, then the exponential decay time τ scales with the square-root 
of the transport length scale D, i.e. D=√ατ where α is the thermal diffusivity. By varying the angle between excitation pulses at vis-
ible wavelengths, the TTG interference period can be varied and a thermal transport length scale range D ~ 1–30 μm range can be 
accessed easily.

In high-quality single crystals of Si or GaAs, deviations from diffusive kinetics are clearly observed on micron length scales even 
at room temperature [1]. The average phonon mean free paths are on the order of 40 nm, heavily weighted by the phonon density 
of states which increases proportional to the square of the wavevector magnitude q. Because very high-q, nm-wavelength phonons 
undergo scattering readily from each other and from even the smallest crystal defects, their role in thermal transport is not complete-
ly predominant even though they account for most of the heat capacity. Because of their longer mean free paths, phonons of inter-
mediate wavevector magnitude play an outsize role in thermal transport. Diffusive kinetics break down on 1-10 μm length scales 
because phonons with micron-scale mean free paths result in a significant ballistic contribution to thermal transport on that scale. 
In recent work, we have studied a Si/Ge alloy with 6.6% Ge, which is sufficient to drastically reduce the thermal conductivity mea-
sured on macroscopic length scales. It could be anticipated that in such a system, with phonon mean free paths reduced substantially 
compared to those in pure Si, the breakdown of diffusive thermal transport kinetics would only be observed on shorter length scales 
than the micron range on which is was seen in pure Si. Instead, ballistic contributions to thermal transport become apparent at 10-20 
μm, somewhat longer lengths than in Si. This occurs because phonons are essentially undergoing Rayleigh scattering from the Ge 
atomic-scale impurities, with the characteristic 1/λ4 dependence resulting in greatly reduced mean free paths for the shortest phonon 
wavelengths λ while having negligible effects on phonons of intermediate wavevectors. Thus the phonons with micron mean free 
paths are hardly affected by the impurities, while the diffusive transport contributions of higher-q phonons are reduced compared to 
those in Si. The appearance of ballistic contributions to the transport kinetics at greater length scales than in pure Si occurs because 
the relative contribution of diffusive contributions is reduced.

In general, when heat is deposited in a localized region of a solid, the heated region remains warmer than the surrounding regions 
even as thermal transport gradually reduces the temperature difference between them. That outcome depends on backscattering of 
the phonons that carry the heat, so that energy is not simply carried away from the heated region and never returned. Phonon-phonon 
scattering processes that result in net reversal of the propagation direction, sometimes described in terms of Umklapp scattering, are 
key components of thermal equilibration in crystalline solids. In rare cases, suppression of such processes has resulted in wavelike 
thermal transport or “second sound.” Phonon hydrodynamics of this sort have been observed in NaF and several other crystals at 
temperatures below 20 K [3], and recently reported [4] (and disputed [5]) in SrTiO3 up to 40 K. Recent theoretical calculations have 
indicated that in some materials such as graphene and graphite [6], second sound could be observed at far higher temperatures. In 
recent TTG measurements on graphite, we have observed second sound at temperatures as high as 124 K [7]. TTG data show oscil-
latory signals, clearly indicating wavelike behavior in which the pattern of alternately heated and unheated regions is reversed – the 
initially heated regions becoming cooler than the initially unheated regions – then reversed again, before the signal decays. Our re-
sults, observed with TTG spatial periods of 8-18 μm, support the recent theoretical predictions which also suggest that with smaller 
periods second sound may persist at still higher temperatures.

The previous examples of TTG data were collected with visible light and TTG periods in the micron range. For investigation of 
many phenomena, key information and insights require nanoscale measurements. We have worked in collaboration with scientists at 
the Trieste ELETTRA soft x-ray free-electron laser system to use the extreme ultraviolet (EUV) transient grating system they have 
constructed for thermal transport measurements. The first results were obtained using near-UV probe light which required a small 
angle between the EUV excitation pulses to generate a 280-nm TG period from which the probe light could be diffracted [8]. More 
recently, all-EUV TG measurements were conducted and thermal transport (as well as acoustic waves) were measured with TG pe-
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riods as small as 28 nm. Thermal and acoustic contributions to the signal were apparent, and on this length scale thermal transport 
in high-quality single crystals like Si is essentially ballistic in character. Wavevector-dependent results in partially disordered crys-
tals and amorphous solids are more complex as thermal transport is mediated by quasi-localized vibrations as well as propagating 
acoustic modes. Nanoscale TG measurements will ultimately be conducted with soft and hard x-rays, providing direct access to the 
wavevectors associated with charge and spin-density waves, striped phases of correlated electron materials, and structural, dipolar, 
magnetic, and other correlation length scales.
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Photosensor proteins detect the quantity, quality (wavelength) and, in some cases, the direction of light in the environment. All 
biological organisms from bacteria, fungae, algae, plants, to insects, fish, reptiles, birds and mammals, need and use biological 
photonic signal transducers to better develop their survival strategy and secure their reproduction. These photosensors, e.g., retinal 
proteins, photoactive biliproteins such as phytochromes as well as flavin-containing proteins, form, in the sub-ns time scale after 
primary photochemistry upon light absorption, the first thermodynamically stable intermediates. The energy stored in these inter-
mediate states drives the rest of the photocycle, which usually takes place in several thermally-controlled steps with times ranging 
from milliseconds to seconds, until the biological signal is produced. Time-resolved photothermal methods, such as laser-induced 
optoacoustics (LIOAS) have the unique ability to monitor, in real time, the energy level of transient species and the corresponding 
volumetric changes of non-thermal origin, i.e., due to structural changes, such as, e.g., water rearrangements induced by changes of 
dipolar moment caused by the photoisomerization or protein movements due to light-induced charge transfer [1–4].

LIOAS has been used to determine the energy content of nano- and microsecond species and the structural volume changes ac-
companying their formation and decay in several retinal proteins, photoactive yellow protein (PYP), and in plant phytochrome A 
(the phytochrome driving the growth of dark grown seedlings) from Avena sativa [2]. Lately, the 65 kDa truncated form (AsphyA) 
assembled with phytochromobilin and with phycocyanobilin, as well as in the diverse photochromic bilin-binding photoreceptors 
of prokaryotic origin have been analysed also by LIOAS [5] This latter family of photosensors shows an extremely broad spectral 
versatility, novel physiological functions, and are excellent candidates for applications in modern techniques such as optogenetics 
and special nanoscopies. The measurements with the chromophore-binding domain of a red/green switching cyanobacteriochrome 
from Synechocystis (Slr1393g3), the red/far red Synechocystis Cph1 phytochrome, as well as full-length and truncated constructs of 
Xantomonas campestris bacteriophytochrome show a similar large prompt heat dissipation (up to 90% or ³70%) in the sub-ns time 
scale upon formation of the first intermediate, reflecting the very low quantum yield of photoisomerization in all four chromopro-
teins. Plant AsphyA shows a quantum yield of 0.17 [6] and in the three bilin-binding proteins measured lately it is £ 0.3.

The structural volume change accompanying the production of the first intermediate is positive, i.e., an expansion is produced of 
ca. 5-12 ml/mol, underscoring the relevance of geometric and steric effects. An exception is the green-absorbing form of Slr1393g3 
for which the prompt expansion is followed by a contraction, probably indicating a larger occupancy and more mobility of water 
molecules in the protein cavity in this construct.
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Understanding of heat conduction in silicon nanostructures is crucial to modern microelectronics. Remarkably, at the nanoscale, 
heat can be conducted without actually heating the conductor. This phenomenon occurs because some phonons can preserve their 
phase as they travel over hundreds of nanometers and reflect from crystal boundaries. Due to such a long lifetime and the elastic 
reflections, phonons can transport energy over long distances without dissipation. In semiconductors, where phonons play the role 
of heat carriers, such phonon transport results in non-diffusive conduction of heat. In nanostructures, phonons can even cross with-
out resistance the entire structure thus participating in ballistic heat conduction. However, the mechanism of such ballistic thermal 
transport in confined nanostructures is yet to be fully understood, whereas attempts to demonstrate this phenomenon experimentally 
remain controversial due to non-negligible thermal contact resistance involved in the experiments.

Here, we experimentally study ballistic heat conduction in silicon nanostructures using a contactless all-optical method which allows 
avoiding the contact resistance issues. We demonstrate ballistic effects in silicon nanowires and phononic membranes at different length 

scales and temperatures and discuss the underlying phonon transport mechanism.

Materials and Methods

To measure the thermal properties of our samples, we used the micro time-do-
main thermoreflectance technique (µTDTR), illustrated in Fig. 1(a). In our set-
up, a pulsed pump laser periodically heats the Al pad placed in the center of each 
suspended sample. After the end of each pulse, heat dissipates from the center 
through the bridge towards the surrounding wafer, which acts as a heat sink. 
Since the reflectance of the Al pad changes proportionally to its temperature, 
we can monitor heat dissipation from the pad by continuously measuring the 
intensity of the second probe laser reflected from the Al pad. Figure 1(b) shows 
a typical decay curve. To quantitatively compare the decay curves, we fit them 
with an exponential function exp( − t / τ), from which we can extract the decay 
time (τ). To convert the measured decay time into the thermal conductivity, we 
use FEM simulations [1,2].
Fig. 1. (a) Schematic of the micro time-domain thermoreflectance setup. (b) Typical de-
cay signal showing the exponential thermal dissipation in a typical air-bridged sample, 
schematically shown in (c).

To fabricate our samples, sche-
matically shown in Fig. 1(c), we 
used conventional top-down fab-
rication methods [3] applied to a 
silicon-on-insulator wafer with 
145-nm-thick top Si monocrystal-
line layer. 
Fig. 2. (a) TEM image shows low sur-
face roughness. (b) SEM image of a 
silicon nanowire with simulated pho-
non paths. (c) The thermal resistance of 
short nanowires deviates from a linear 
diffusive trend indicating quasi-ballis-
tic behavior.
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Thermal transport in nanowires

First, we probed [2,4] the ballistic heat conduction in silicon nanowires, shown in Fig. 2(a,b). Figure 2(c) shows that measured 
thermal resistance deviates from a linear function of the nanowire length for the short nanowires. This implies that while heat con-
duction is diffusive in the long nanowire, short nanowires exhibit a quasi-ballistic behavior. The non-linearity is the strongest at the 
4 K but weakens as temperature is increased. Yet, even at room temperature, quasi-ballistic heat conduction remained visible in short 
nanowires. To better understand this phenomenon, we probed directions and lengths of phonon flights in the nanowires [2]. Our 
experiments and simulations showed that the quasi-ballistic phonon motion in nanowires is essentially the Lévy walk like transport 
(Fig. 2(b)) with short flights between the boundaries and long ballistic leaps along the nanowire axis.

Heat guiding and focusing

Next, we studied the ballistic heat transport in silicon phononic crystals (PnCs) and a possibility to use such PnCs for directional 
thermal emission and heat focusing [3]. First, we fabricated and measured PnCs with aligned (Fig. 3a) and staggered (Fig. 1b) lat-
tices of five different periods, and demonstrated that significant difference in thermal decay times (t) appears in the structures with 
small period (Fig. 3c) at 300 K and strengthened by factor of two at 4 K. We attributed the faster heat dissipation in the samples with 
aligned lattice to the presence of ballistic phonon transport in the passages between the holes.

Fig. 3. SEM images of (a) aligned and (b) staggered PnCs and (c) measured decay time. SEM images of (d) a nanowire-coupled PnCs sample with 
(e) coupled and (f) uncoupled configurations, and the difference between their decay times as a function of (g) NW length and (h) temperature. (i) 
MC simulation of a thermal lens.

To prove this hypothesis, we fabricated samples of PnCs coupled with nanowires (Fig. 3(d)), in coupled (Fig. 3(e)) and uncoupled 
(Fig. 3(f)) configurations. We observed a significant difference between the decay time of coupled and uncoupled samples with short 
NWs at 4 K, due to the enhancement of ballistic transport in the coupled configuration. However, as the nanowire length or tempera-
ture were increased, the effect gradually disappeared (Fig. 1g and 1e), as heat transport became diffusive.

Finally, we proposed [3] thermal lens structure that can focus thermal energy. We demonstrate the formation of a hot spot of 115 nm 
(Fig. 3(i)) using MC simulations and show experimental evidence of the heat focusing. These results motivate the concept of ray-like 
heat manipulations at the nanoscale.
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The start of my over 4 decades of thermal wave work was triggered by a talk given by Andrej Krupnov on microwave spectroscopy 
with acoustic detection. This optoacoustic effect depends on the spectral overlap of radiation source and detector. Every good 
solution fits to more than just one problem, and my problem at that time was how to tune a CO2 laser to optical pumping of a 
submillimetre laser. The optoacoustic effect provided the ideal solution: A microphone mounted in the pumped laser resonator 
monitored the achieved spectral coincidence and allowed not only active stabilization, but also to discover new laser lines in the 
spectral region that is now named THz. The result was presented in 1979 at the first ICPPP conference in Ames, shortly thereafter 
first scans showed the potential of THz-inspection for nondestructive evaluation (NDE), but the interest came only decades later.

The arrangement was modified to an optoacoustic cell containing solid samples across which the CO2 laser beam was scanned 
while the microphone signal was plotted. The optoacoustic images obtained this way were the first to be presented also in Ames.

The modulated microphone output was analyzed by a lock-in amplifier which was one channel, switched either to in-plane or to 
out-of-plane of signal. As I belonged to the faculty of electrical engineering (that time at University of German Armed Forces 
Munich), I combined two lock-ins and some analogue circuitry to give the first phase angle lock-in before it was commercially 
available. The advantage of phase angle optoacoustic imaging became apparent: More depth range and less sensitivity to optical 
surface features.

At the Ames conference it turned out that the words “optoacoustic” and “photoacoustic” were used in parallel. To avoid the per-
manent confusion with “acousto-optic”, the conference participants made a vote and decided in favour of “photoacoustic” used 
since then.

The result that phase angle images have more depth range than those obtained with amplitude were confirmed thereafter by other 
groups. It can be understood in terms of simple thermal wave interference. It is of interest that Luukkala in Helsinki would not 
believe, he re-measured and found that his data confirmed our results. That was the beginning of a permanent friendship that 
ended with his early death in an accident in the Baltic sea.

Phase is a specific feature for modulation. People using pulsed methods cannot use this advantage so easily. As a pulse contains 
a broad frequency spectrum, there is a corresponding depth range spectrum dominated by near-surface areas if a ms pulse length 
of a flash lamp is used. Interpretation depends on how well one is familiar with Fourier mathematics which is not the topic of 
this presentation. Analysis of longer pulses (“burst”) as suggested by Maldague and Balageas brings the depth range into a more 
NDE-relevant regime and allows for burst phase analysis used also by my team at IKT where I performed most of my thermal 
wave work.

Thermal wave imaging has to do with resolution. We need to consider that both optical and thermal features are involved. The 
quantity of interest is not only the size of the optical spot used for excitation but also the thermal wave extension around it. Their 
convolution determines thermal wave resolution. Microscopy images obtained at low frequencies display only optical features. 
Hence microscopy of thermal features requires frequencies that are too high for microphones and mechanical modulators: Piezo-
electric detection and an acousto-optic laser light modulator are required. As I had access to both in Munich, Rosencwaig visited 
my lab so that we performed the first thermal wave microscopy of an electronic circuit at 200 kHz optical modulation, as was 
confirmed by the details in the phase angle image.

One NDE application of photoacoustic imaging was thickness measurement of coatings on a substrate and monitoring of subsur-
face contamination. Depth range and thickness resolution were adjusted by modulation frequency. However, the major restriction 
was that the sample needed to be contacted or kept in a microphone cell, or to be so flat that the mirage effect could be applied 
(Boccara and Fournier 1979).

A highly attractive technique was remote photothermal detection developed by Nordal and Kanstad (1979). It is based on the 
analysis of modulated infrared thermal emission caused by the thermal wave. It allows for point-like detection in a thermal wave 
field so that stereoscopic imaging for depth probing becomes feasible in a transmission arrangement.

Remote photothermal detection is applicable e.g. for wet surface coatings and to monitor drying or curing processes also on non-
flat large surfaces. When we imaged a fingerprint underneath paint, the Munich police came up and said they had some cars for 
us to inspect. The turning point of our thermal wave work had come: The point-by-point raster scan imaging was too slow for 
real life NDE.
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As mentioned above, a good solution fits to more than one problem. People who boil several eggs in the kitchen perform parallel 
processing. How to transfer this concept to photoacoustic or photothermal imaging? Part of the hardware solution is simple: A lamp 
instead of just one laser spot generates thermal waves on the whole inspected surface, and a thermography camera instead of an 
infrared point detector monitors the complete temperature field and generates a stack of images while modulation goes on. So, the 
bottleneck is the multichannel version of a hardware lock-in amplifier.

Such a device is a black box that extracts a given frequency component out of a noise that is by magnitudes higher. So, the lock-in 
amplifier performs signal processing in which Fourier transform is the major part. This needs to be done at every pixel of the im-
age, but it can be performed after a whole sequence of images has been recorded during modulation. This idea has been suggested 
in 1976 by Carlomagno, demonstrated by Egee in Reims/France and used later also by Thomas. Thereafter we developed for this 
technique an algorithm to obtain phase angle images rapidly. The technique has been named “Lock-in thermography” according to 
the hardware device whose function is simulated by mathematical image stack analysis.

Of course all advantages of phase angle images stay the same as in single point detection though the duration of a measurement 
is not any more given by the number of pixels multiplied by the time spent for one measurement, but essentially only by the time 
for one measurement plus several cycles required until after a transient time a stationary situation has been achieved. Thus, sample 
areas of a square meter can be inspected within some minutes which makes the technique highly attractive for NDE under real life 
conditions. Typical applications are inspection of riveted or bonded structures e.g. in aerospace components consisting usually of 
light materials with high specific strength, e.g. carbon fibre reinforced polymers (CFRP).

It is essential to know which appearance of a boundary is normal and which is not. The hysteresis behaviour makes the difference 
because loading and unloading results in irreversible heat production which depends on the square of amplitude and on frequency. At 
high frequencies in the ultrasound range, heating e.g. due to cracks can be so efficient that it can be observed directly with thermog-
raphy. This has been demonstrated in the pioneering work published by Henneke and Reifsnider in 1979 who were the first to per-
form pulsed ultrasound (or “sonic”) thermography. We applied ultrasound excitation in a modulated way for lock-in thermography 
and used this “Ultrasound lock-in thermography (ULT)” in a resonant and non-resonant arrangement for reliable defect-selective 
imaging: Only those defects are imaged that generate heat in the ultrasound field.

Though Lock-in thermography with optical or sonic excitation has become meanwhile a powerful tool for NDE, we were interested 
to see how well it compares when instead of monitoring the infrared thermal emission caused by the thermal wave one monitors the 
related modulated thermal expansion by using optical interferometric methods. It turned out that depth range is larger with inter-
ferometric thermal wave detection since a depth integral is involved and that such images display the mechanical effect of a defect.

ULT requires mechanical contact for injection of elastic energy while Lock-in thermography with optical excitation (OLT) has the 
advantage of being a remote technique. As it responds to all kinds of boundaries, we tried to separate intact from defective areas 
mathematically by feature extraction in a scatter plot to reveal defects by their dimensionality.

Another recent development relates to use not a lamp for OLT but rather a light source whose intensity can locally be tuned, e.g. 
a computer-controlled beamer. This way projection patterns can be generated that are related to defect patterns. This OLT feed-
back-imaging allows eliminating modulated lateral heat flow in the surface thereby improving resolution.

A permanent challenge in NDE applications is to make ULT more efficient so that the mechanical load of input coupling can be 
reduced or even avoided so that remote ultrasound excitation becomes feasible.

It is obvious that much has been achieved, but much more is ahead of us to make NDE of safety relevant materials and structures 
better applicable and more reliable in future.
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My first measurements in the field of photoacoustics [1,2] happened accidentally. I was conducting transient grating (TG) measure-
ments in graduate school with the aim of measuring exciton dynamics in organic molecular crystals, and the signals kept showing 
time-dependent oscillations! When I changed the angle between the crossed excitation laser pulses, thereby changing the spatial period 
of the interference pattern formed at the sample, the frequency changed proportionally. It didn’t take long to figure out that the crossed 
pulses were generating coherent acoustic waves, with the wavelength given by the TG spatial period. This accidental discovery – really 
a re-discovery, since the effect had been demonstrated earlier [3] – kindled an obsession with optical generation, control, and measure-
ment of coherent acoustic waves, and coherent waves and vibrational modes generally. This obsession has continued throughout my 
independent scientific career. It has included longitudinal and transverse acoustic waves and surface acoustic waves spanning the widest 
frequency and wavevector ranges that I can reach; I remain obsessed with extending the ranges farther still. It has extended to optical as 
well as acoustic phonons, to magnons, and to phonon-polaritons and magnon-polaritons that propagate at light-like rather than acoustic 
speeds. It has extended to large amplitudes at which nonlinear and far-from-equilibrium regimes can be reached. In this presentation I’ll 
review some of the results, current efforts, and new possibilities that nurture my continuing obsession.

Using transient grating methods with optical excitation and probe pulses, acoustic waves in the micron and somewhat submicron 
wavelength range can be generated, with frequencies typically in the MHz to low GHz range. Both longitudinal and transverse 
waves in this range can be used to study crystals near structural phase transitions and supercooled glass-forming liquids. For the for-
mer, “soft” acoustic modes may be studied at temperatures arbitrarily close to phase transition temperatures, even though the modes 
may become critically damped or overdamped. Impulsive stimulated Brillouin scattering (ISBS) excitation of transverse acoustic 
waves is particularly useful for this purpose [4], as is its extension to impulsive stimulated Raman scattering (ISRS) excitation 
of soft optical phonon modes [5]. For the study of complex and highly temperature-dependent structural relaxation dynamics in 
glass-forming liquids, both shear and compressional waves provide valuable information [6-9]. An extremely wide range of frequen-
cies is particularly important since relaxation dynamics range from picoseconds to many seconds as the temperature is varied. Pi-
cosecond photoacoustics provides access to acoustic frequencies up to hundreds of GHz. But measurement of frequency-dependent 
damping rates from a single-cycle acoustic wave demands extremely high signal/noise ratios, which are difficult to achieve when the 
damping rates are as high as they are in liquids at such frequencies. Instead, multiple-cycle GHz acoustic waves can be generated 
and their propagation lengths measured [10,11]. Combining this class of photoacoustic measurement with TG measurements can 
provide more than five decades of frequencies in the MHz-GHz range. An additional wide range at lower frequencies can be ob-
tained through dynamic mechanical analysis measurements. In this manner the full range of dynamics from lightly viscous liquid to 
glass can be probed, allowing empirical models and fundamental theories of supercooled liquids to be tested [9]. Weakly nonlinear 
acoustic waves can reveal additional dynamical features [12], and strong shock waves can induce entirely new phenomena such as 
cavitation in liquids and gels [13] and fracture as well as phase transitions in solids [14]. Large-amplitude surface acoustic waves 
also can result in fracture or thin film delamination [15], far beyond the linear acoustic regime that is useful for characterization of 
thin film mechanical properties and rapid noncontact metrology of film thickness [16]. Real-time imaging and spectroscopy can 
provide detailed information about shock-induced far-from-equilibrium transformations. It has recently become possible to drive 
large-amplitude soft optical phonon responses as well, in some cases also inducing phase transitions that can be monitored on ultra-
fast time scales [17]. Large-amplitude magnon responses, extending all the way to the flipping of macroscopic magnetic moments, 
have also been demonstrated [18]. Similar control over phonon-polariton and magnon-polariton [19] responses can be anticipated.

Finally, a new frontier has been opened through the recent development of x-ray free-electron lasers that can produce soft or hard 
x-ray pulses with nanometer or angstrom wavelengths respectively. Transient grating measurements have been conducted with soft 
x-rays [20], and hard x-ray TG measurements may not be far behind. Thus, excitation of coherent acoustic waves that span an ev-
er-widening wavevector range covering much of the Brillouin zone is becoming possible.

Continued advances in optical generation and control of acoustic waves are assured through the continued efforts, and perhaps 
obsessions, of scientists in our field.
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Historically, the development of photoacoustics was greatly stimulated by progress in laser physics. Тhe invention of the laser 
resulted in the emergence of photoacoustics as a distinct field. The advent of femtosecond lasers enabled key developments – such 
as picosecond ultrasonics – that largely define our field today. Yet the developments stemming from new laser sources slowed 
down considerably in the past quarter century. The lasers we use now to study photoacoustic and photothermal phenomena have 
not changed much since early 1990ies. Likewise, many experimental techniques currently in use were originally developed back 
in 1980ies. For a long time now, the progress in the field is no longer associated with the sources of radiation. However, the rapid 
development of coherent short wavelength (extreme ultraviolet and x-ray) sources such as free electron lasers (FELs) in the past 
decade opens another opportunity for photoacoustics to make rapid progress by taking advantage of new radiation sources. In this 
talk, I will review the recent work and emerging opportunities in the use of time-resolved short-wavelength techniques for studying 
acoustic phonons and phonon-mediated thermal transport in solids. The principal limitation of studying phonons with traditional 
optical techniques lies in that the optical wavelength is typically much greater than the phonon wavelength and oftentimes greater 
than the phonon mean free path. This restricts one’s ability to excite and probe phonons in the THz frequency range and to study 
thermal transport on the nanoscale. We will see that short-wavelength radiation can be harnessed either by extending the established 
optical techniques such as laser-induced transient gratings into EUV and x-ray ranges, or by applying techniques unique to short 
wavelength such as x-ray diffraction (XRD) to study photoacoustic and photothermal phenomena, or by developing entirely new 
techniques such as time-resolved diffuse x-ray scattering. These developments enable new classes of experiments yielding informa-
tion not accessible with existing optical methods.

Time-resolved XRD combined with pulsed laser excitation is perhaps the most established ultrafast x-ray technique. While the ini-
tial experiments were conducted using synchrotron sources with picosecond time resolution, femtosecond resolution was achieved 
with plasma x-ray sources even before the introduction of FELs. This technique now allows to study nanoscale thermal transport 
by monitoring the lattice thermal expansion of layers as thin as 5 nm [1], as well as to detect coherent phonons at frequencies up to 
3.5 THz [2]. Time-resolved EUV diffraction by fabricated nanostructures is also used to study both thermal transport and coherent 
phonons (primarily surface acoustic waves) [3]. Time-resolved diffuse x-ray scattering, on the other hand, is an entirely new devel-
opment pioneered by D. Reis, M. Trigo and co-workers at SLAC [4]. It enables a new kind of phonon spectroscopy based on the 
parametric excitation of “squeezed” thermal phonon population via impulsive lattice softening by laser excitation, which makes the 
diffuse scattering intensity oscillate at twice the phonon frequency. On the other hand, this technique opens the (yet unexplored) 
prospect of studying thermal transport by making wavevector-resolved measurements of phonon population dynamics.

While the developments described in the previous paragraph employ short-wavelength probes to monitor acoustic and thermal 
dynamics excited by conventional optical laser pulses, femtosecond EUV and x-ray pulses can also be used to initiate acoustic and 
thermal phenomena. We will specifically discuss the laser-induced transient grating (TG) technique, in which two excitation pulses 
are crossed in the sample to create a spatially periodic material excitation, which is probed via diffraction of a probe pulse. The 
extension of this technique into EUV and x-ray ranges will enable coherent phonon excitation across the entire Brillouin zone and 
permit studying thermal transport on the deep nanometer scale. An EUV transient grating set-up has now come online at the FERMI 
free electron laser facility following a sustained effort by F. Bencivenga, C. Macchiovecio and co-workers [5]. We will discuss the 
initial photoacoustic and photothermal TG experiments conducted at FERMI with EUV excitation and optical probing [6] as well 
as preliminary results of more recent EUV pump / EUV probe experiments, with the TG period as short as 25 nm. The prospects of 
extending the TG technique further into the hard x-ray range will also be discussed.
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In this presentation, I will review the last advances in the generation and detection of ultrafast strain pulses, i.e. the generation and 
detection of GHz-THz coherent acoustic phonons. Both fundamental phenomena and applications will be discussed. The main ob-
jectives is to control very high frequency acoustic phonons with short light pulses to be able to envision in the future new sources of 
acoustic nanowaves that could be used for nanoscale imaging or for the manipulation by GHz-THz acoustic phonons of other degree 
of freedom of a solid (ultrafast acousto-optics, acousto-plasmonics, magneto-acoustics) for the information and telecommunication 
technologies. Since the birth of picosecond acoustics in the end of 80s [1,2], continuous efforts and progress have been done in these 
above directions [3].

In the first part, we will then discuss the physical mechanism of generation of GHz-THz coherent acoustic phonons in various mate-
rials such as piezoelectric semiconductors (GaAs), multiferroic BiFeO3 (BFO), or topological insulator Bi2Te3 (BT). These studies 
are carried out within the time-domain methods thanks to a femtosecond laser setup following a traditional pump and probe scheme. 
In the case of visible light that permits efficient interband transitions, the ultrafast laser action provides the opportunity to control 
the hot electrons population and then offers the possibility to investigate how these electrons interact with acoustic phonons [1-3]. 
We will then discuss different mechanisms of coupling between electron and phonon such as the deformation potential [2-4], the 
inverse piezoelectricity effect [5-6] or the thermoelasticity. Alternative mechanisms involving non-linear and parametric amplifica-
tion processes will be also mentioned [7-8]. Finally, while most of the coherent acoustic phonons have been generated/detected with 
visible light pulse, the recent development of new ultrashort light pulse with meV energy (THz, IR sources) offers new approaches 
of generation of coherent acoustic phonons and of manipulation of the strain in the matter, that I will also discuss.

In the second part, I will show you that with these GHz-THz acoustic phonons we can probe the elastic and photoelastic properties 
at the nanometric scale. In particular, we can now improve the in-depth imaging of nanomaterials with resolution down to around 
50nm. This is achieved thanks to the time-domain Brillouin scattering methods [9]. I will show you that in transparent materials, 
scattering of the probe laser beam by the coherent acoustic phonons permits imaging of sample inhomogeneties [10-13]. This pi-
cosecond acoustic interferometry imaging is based on Brillouin scattering and has the potential to provide all the information that 
researchers in materials science, physics, chemistry, biology etc., get with classic frequency-domain Brillouin scattering of light. I 
will show applications of picosecond acoustic interferometry for imaging of nanoporous films [10,12], ion-implanted semiconduc-
tors [11] or dielectrics [14] and of texture in polycrystalline materials [15-16]. These GHz-THz acoustic phonons are also very useful 
to help chemist in the optimization of materials preparation and I will show you how picosecond acoustics transformation of Van 
der Waals bonds into covalent bonds in colloidal nanoparticle assemblies [17]. Finally, I will discuss some recent applications where 
GHz-THz acoustic phonons are used for the control of the light polarization [18] or the exciton levels [19]. Some current challenges 
and perspectives will then be discussed at the end of this presentation.
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We proposed biomedical optoacoustics/photoacoustics more than 25 years ago and started optoacoustic imaging research followed 
by development and tests of this technology in pre-clinical and clinical studies [1-35]. We were first to demonstrate: 1) detection 
of optoacoustic signals from tissues at depths well beyond the optical diffusion limit (up to several centimeters); 2) detection and 
characterization of microscopic tissue volumes using high-resolution optoacoustic measurements; 3) optoacoustic imaging in large 
tissue phantoms and tissues with high-resolution; 4) monitoring of tissue hyperthermia, coagulation, and freezing; 5) optoacoustic 
probing of cerebral tissues noninvasively from the intracranial space in large animals and in humans (both neonates and adults); 6) 
optoacoustic technique capability for accurate oxygenation measurements in humans in tissues and in specific blood vessels; and 7) 
optoacoustic waves therapeutic effects that can be used for noninvasive optoacoustic therapy and theranostics.

We developed optoacoustic systems (including highly-compact, multi-wavelength, fiber-coupled, FDA-compliant laser diode sys-
tems) with ultra-sensitive, wide-band optoacoustic probes. We tested them in small and large animal studies and in clinical studies 
in healthy volunteers and patients with traumatic brain injury and circulatory shock as well as in neonatal and fetal patients. The 
obtained data indicated that the systems were capable of optoacoustic measurements and mapping of cerebral blood oxygenation in 
adults and in neonates, detection of intracranial hematomas, oxygenation measurements both from cerebral and central blood vessels 
and from cerebral tissues.

Optoacoustic therapy studies were performed in animals with traumatic brain injury (TBI). Transcranial optoacoustic therapy sig-
nificantly reduced negative effects of TBI as assessed by vestibulomotor, cognitive, and immunofluorescence tests. The obtained 
data suggest that optoacoustic theranostics can be used for diagnostics, therapy, and real-time monitoring of therapeutic response as 
well as for follow-up after the therapy.

Dr. R.O. Esenaliev is a co-owner of Noninvasix, Inc., a UTMB-based startup that has licensed the rights to optoacoustic technology.
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Photoacoustics is the most promising direction of modern photonics. This method has a very good perspective for biomedical ap-
plications agree its deep tissue penetration, microscale spatial resolution and very high sensitivity to contrast agent [1]. At present 
time, photoacoustics is used both for in vivo flow cytometry and imaging. There is some combination of photoacoustic and other 
imaging modalities as fluorescent tomography, MRI, OCT, CT. It gives us opportunity for using of multimodal contrast agents. 
Nanostructured particles can be used not only as contrast agent for photoacoustic microscopy and photoacoustic tomography but 
also for cell labeling in photoacoustic flow cytometry and for contrast enhancing in imaging by photoacoustic probe. Appreciative 
examples of such carriers are core-shell nanoparticles, liposomes, polymer micelles, capsules produced by Layer by Layer assembly 
(LbL) method [2]. Every type of nanostructured carriers has its own advantages and disadvantages. Undoubted advantages of LbL 
capsules are high loading capacity for drugs, wide range of possible internal payloads and wide possibilities of controlling physical 
and chemical properties of nanostructured carriers by variation of shell structure, thickness and its chemical composition [2]. It is 
also very important for detection and killing of free circulating cancer cells required for early cancer diagnostics and decreasing 
the metastases probability [3]. Limitation of this method is connected with requirements to have endogenous chromophores in the 
detected objects therefore as example we have melanin in the melanoma cells and hemoglobin in the RBCs. Contrast agent or probes 
(labels) are used for cell detection without endogenous chromophores. For in vivo using contrast agent should be corresponded to 
some requirements. It can be divided on the six groups. There is sensitivity, specificity, selectivity, safety, multifunctionality, multi-
modality. The sensitivity includes the highest analytical signal for example photoacoustic (PA) signal of fluorescent signal (FS) in 
the transparent window for biological tissue, Low Lowest Level of Quantification (LLOQ)) and linear concentration dependence. 
The other important issue is specificity that can be realized using chemical targeting or physical targeting. Chemical targeting was 
achieved by surface modification using targeted molecules [4]. Physical targeting is provided by magnetic field gradient [5] or laser 
tweezers [6]. Selectivity has achieved by ability to resolve spectrum in a background of endogenous absorbers and to multiplexing 
with endogenous and exogenous absorbers. Multimodality is important for verification and reliability. It can be obtained by com-
bination of photoacoustic approach with fluorescent tomography, MRI, OCT, CT, US and other clinically relevant imaging tools. 
Multifunctionality is a modern trend that is realized the theranostic concept. It can be obtained by loading contrast agents and an-
ti-tumor drugs and remote release encapsulated substances by external influences like ultrasound, alternative magnetic field, laser 
[2]. The most of important requirement to contrast agents is safety that including biodegradability and absence of toxicity [7]. Since 
the photoacoustic signal is proportional of adsorption coefficient of absorbed media. Agents can be classified based on type of light 
absorbers. Thera are gold or silver nanoparticles, magnetite nanoparticles, carbon nanotubes, dopamine, endogenous absorbers like 
melanine, exogenous absorbers for example indocyanine green. The second parameter for classification is a type of structured agents 
for example individual nanoparticles, spasers, liposomes, polymer micelles, layer by layer based composite structures (core-shells 
and shells) [7-10]. Unique combination of photoacoustic cytometry and nanostructured carriers prepared by LbL assembly approach 
gives clinicians and researchers significant advantages in the developing of new therapy method based on delivery of nanostructured 
carriers loaded by bioactive substances into lesion focus and also their visualization and remote-controlled release of encapsulated 
bioactive substances using PA approach. Visualization of two types of nanostructured carriers produced by LbL assembly method 
was demonstrated recently in diluted and undiluted blood [8]. It was established that hollow microcapsules exhibited greater pho-
toacoustic signal comparing to core-shell type of microparticles with the same composition of polymeric shell [8]. Nevertheless, 
there are no known examples of in vivo photoacoustic detection of LbL nanostructured carriers, therefore the main goal of present 
study is formation of biocompatible nanostructured carriers (BNCs) that will exhibit giant photoacoustic signal allowing in vivo 
detection of such structures. It was demonstrated for the first time, the super (giant) PA contrast of BNCs both in vitro and in vivo 
[7]. It was verified the unique PA characteristics of these advanced contrast agents using PA flow cytometry diagnostic platform. The 
obtained data suggest the high PA contrast of BNCs that can be associated with synergistic plasmonic, thermal and acoustic effects, 
especially in nonlinear mode with nanobubble formation in overheated absorbing layers, in particular gold nanoclusters between 
two light transparent shells [7]. The other type based on composite indocyanine green/polymer have using self-quenching effect has 
been successfully prepared and characterized in vivo and in vitro by fluorescent and optoacoustic tomographies. The combination 
of LbL (Layer by Layer) [2,5-9] and FIL (Freezing-Induced Loading) methods [10] can be allow us to obtain the particles exhibited 
both PA and FL signals. This type of nanostructured carriers has a very good perspective for clinical applications agree high safety 
and the easiest scaling up for their preparation methods [10].
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The analysis of published articles allows to make the following conclusions related to the most perspective contrast agents. It should 
be multimodal and multifunctional and using such type of physical phenomena as interaction of plasmonic nanoparticles and dye 
for quenching and enhancement of fluorescence [7], self-quenching [10], spaser effect and lasing [11]. This type of multimodal and 
multifunctional carriers can be combined with microstructured optical waveguide-based endoscopic probes [12] and has a good 
perspective for intraoperative applications.
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Biomedical photoacoustic (PA) imaging is a unique modality that can non-invasively visualize optically contrasted components in 
living tissue at clinically relevant depths. One key advantage of PA imaging is localized multispectral measurement of both targeted 
exogenous optical nanoabsorbers and endogenous contrast agents in biological systems. However, quantifying optical absorption 
spectra, and thus PA properties, of nanoabsorbers in complex biological processes producing significant optical scattering remains 
extremely challenging.

Here, we present results on measurement of absorption spectra of gold nanorods (GNRs) internalized by human umbilical vein 
endothelial cells (HUVEC) as evaluated using non-contact photoacoustic spectrophotometer. 

Fig. 1. PA spectrophotometry for cellular uptake of non-targeted PEGylated GNRs (L~40 nm) by HUVEC. (a,b) Schematic of 
GNRs’ distribution in extracellular and intracellular matrix, correspondingly. (c,d) Comparison of optical absorption spectra mea-
sured with conventional UV-Vis and PA spectrophotometers for biological systems illustrated above. Pictures (c,d) are reproduced 
from open source publication [1].

A new approach for non-contact PA spectrophotometry instrumentation has been described in detail [1]. The tool can accurately 
assess optical absorption properties in scattering media even if light scattering is a few orders of magnitude higher than absorption.

We used commercially available non-targeted PEG coated GNRs of ~40 nm length and HUVEC as a model cell [1]. Nanoparti-
cles were taken up by cells after incubation with GNRs at 37°C for 24 hours. Harvested cells with GNRs were washed 3 times 
to remove extracellular nanoparticles and fixed in 4% formaldehyde at room temperature for 20 min before PA and UV-Vis 
measurements.

Accurately quantifying absorption spectra for a variety of targeted nanoabsorbers is critical for the field of biomarker specific 
nanomedicine, diagnostic imaging, and laser therapy. For example, nanoabsorber-based photothermal ablation of pancreatic cancer 
malignancy and its quantification will be an important application of the proposed approach.

In summary, PA signal generation must be considered at the cellular level, accounting for potential changes in absorber spectral 
features due to cellular microstructure, to ensure optimal use of targeted nanoabsorbers for critical applications in molecular 
medicine.

Fig.1(a,c) represents GNRs in extracellular medium. 
One can see that the absorption spectrum of GNRs 
mixed with HUVEC in physiological solution almost 
coincides with GNRs suspension diluted in water. Con-
versely, GNRs internalized into the intracellular matrix 
of HUVEC demonstrate a significantly reduced peak and 
a change in spectral shape (Fig.1b, d) compared to their 
spectrum in water. Such spectral changes are most likely 
related to subcellular compartmentalization of GNRs on 
cellular uptake routes [2], and further plasmonic cou-
pling between clustered particles [3].
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Anomaly high-skewed distribution of photoacoustic signals from the B16F10 cells was obtained during flow cytometry measure-
ments. Generally, the main two characteristics used in biomedical diagnostics based on photoacoustic flow cytometry are the mean 
signal and the number of signals above some threshold (usually defined by background noise level). This fact makes both signals 
highly sensitive to the threshold choice and thus makes both characteristics less reliable to be used as some diagnostics criteria. 
There is also an essential problem of different photoacoustic devices testing and comparison by average signal and signal-to-noise 
ratio that is also affected by such an issue.

The photoacoustics flow cytometry has been used as a label-free method for detection of different blood problems for quite a long 
time [1, 2]. It has a good correlation with other in vivo cytometry methods [3], allowing to detect circulating tumor cells, blood 
clotting, and some other blood diseases.

In our experiments, the B16F10 melanoma cell culture in the Ca2+ and Mg2+-free DPBS media was used as the test sample. The 
average number of cells was 1.2 million per 1 mL of sample media. The pulsed laser with the wavelength 1064 nm, pulse energy 50 
µJ, pulse repetition rate of 2 kHz and pulse duration 2 ns was used in the experiment and the light was focused on the sample through 
8x/0.2 n.a. objective lens. The acoustic signal was detected by the unfocused ultrasound transducer in the 0.3 mm soft capillary tube 
with the media flow speed 0.25 mL/min.

The photoacoustic signal amplitude was calculated as the root mean square of the overall waveform. The dependence of signal 
amplitude versus time is shown in Fig 1a, representing the well-known short impulses when the cell with a high amount of melanin 
passed the laser line. Histogram for all signals higher than +3σ of background signal for 3 min of cell flow is shown in Fig 1b. There 
is a very low amount of high amplitude signals, and the significant number of signals with amplitude slightly higher than +3σ, re-
sulting in the overall tendency of decreasing the number of signals with the increasing of amplitude. However, the major number of 

signals has an amplitude higher than 
any background signal from the 
flow without the cells. Such signal 
statistic imposes the large problem 
on the determination of any signal 
average characteristics: the mean, 
median values for such skewed dis-
tribution will not correspond to the 
most frequently appearing signals 
and the majority of cells.

Fig. 1. Time trace of signal amplitude (2 sec) (a) and histogram of overall signals (3 min) over the 3σ of background signal (b).
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The ability to generate high-intensity (>10 bar) high-frequency (>50 MHz) ultrasound pulses using short (<10 ns) laser pulses and 
piezophotonic materials [1] offers intriguing possibilities for ultrasound to interact with biological materials. A recent face-split 
study with 15 volunteers showed that such ultrasound pulses are safe and effective in permeabilizing the stratum corneum and fa-
cilitating the dermal delivery of large molecules such as hyaluronic acid [2]. Visual facial rejuvenation was achieved in 5 treatment 
sessions of ca. 20 min each. In this work, we report the use of picosecond lasers to produce more intense and higher frequency 
ultrasounds and their interaction with models of cell membranes and with eukaryotic cells.

The wavelength associated to a 100 MHz ultrasonic pulse traveling in biological medium is 15 µm. This means that a structure of 
this size is subject to push-pull forces operating simultaneously in opposed sides when traversed by such ultrasound pulses. The 
permeabilization of the stratum corneum was associated with this effect. Interestingly, giant unilamellar vesicles (GUVs), often 
used as biomimetic models of cellular membranes, have diameters of 10-20 µm and should also respond to such push-pull forces. 
We produced GUVs with encapsulated fluorescein dye and exposed them to ultrasound pulses to assess their stability and the pos-
sible release of the dye. Under the conditions employed in our experiments (10 min exposure to ultrasound pulses generated by 
piezophotonic materials absorbing laser pulses), the number and morphology of GUVs observed by confocal microscopy did not 
significantly change. Figure 1 shows images of GUVs before and after exposure to the ultrasound pulses. Although the GUVs were 
not destroyed, loss of interior fluorescence was observed in some experimental conditions, suggesting temporary destabilization and 
leakage of the dye.

The thickness of cells grown in monolayers is typically less than 5 µm. Although this is a challenging size to exert push-pull forces 
with ultrasound pulses, we investigated the cytotoxicity of ultrasound pulses with frequency components extending to 100 MHz 
together with the ability of such pulses to permeabilize the cell membrane and enable gene transfection. Using a picosedond laser 
with a fluence of 100 mJ/cm2 and piezophotonic materials to produce high-intensity high-frequency ultrasound, we succeeded in 
transfecting a plasmid DNA encoding Green Fluorescent Protein (gWizGFP, 3.74 MDa) in COS-7 monkey fibroblast cells with an 
efficiency of 5% at 20 °C, in 10 minutes, measured 24 h post-exposure [3]. We did not observe significant cytotoxicity under these 
conditions. Figure 2 shows the GFP fluorescence from transfected cells.

The 5% transfection efficiency is an encouraging result considering that the absence of cytotoxicity shows that it should be possible 
to generation still higher intensity and higher frequency ultrasound pulses to increase the transfection efficiency. This work shows 
that transfection with ultrasound pulses generated by photoacoustic methods is scalable, affordable, enables nuclear localization and 
the dosage is easily controlled by the laser parameters.

Fig. 1. Confocal microscopy of GUVs containing fluorescein compounds. (a) High contrast of fluorescein emission from inside the GUVs before 
exposure to ultrasound pulses. (b) GUVs after 10 min exposure to ultrasound pulses using a picosecond laser and a laser fluence of 100 mJ/cm2.
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Fig. 2. GFP fluorescence in COS-7 cells 24 h after 3 min transfection of gWizGFP plasmid [100 μg/mL] with PA waves generated by 8 ns laser 
pulses. (a) Bright field. (b) Fluorescence microscopy. (c) Superposition of the two previous images

Acknowledgements

This research was supported by the Portuguese Science Foundation and FEDER (Projects no. UID/QUI/00313/2019, Roteiro/0152/2013/022124 
and PTDC/QEQ-MED/3521/2014)

References

1. G. F. F. Sa, C. Serpa, L. G. Arnaut, J. Control. Release, 167, 290 (2013) doi: 10.1016/j.jconrel.2013.02.005
2. M. J. Freire-dos-Santos, R. Carvalho, L. G. Arnaut, Aesth. Plast. Surg., 42, 1655 (2018) doi: 10.1007/s00266-018-1208-9
3. A. D. Silva, C. Serpa, L. G. Arnaut, Sci. Rep., in press (2019) doi:not yet available 

Session A2: Cytometry and Imaging 



48

Session A2: Cytometry and Imaging 

Raster-scan optoacoustic imaging  
of cerebral vasculature of rodents in vivo      

Pavel Subochev*, Ekaterina Smolina, Anna Orlova, Daniil Emyanov,  
Maxim Prudnikov, Vladimir Vorobyev

Institute of Applied Physics RAS, Nizhny Novgorod, Russia 
Pavel.Subochev@gmail.com 

The recent studies of our group are being devoted optoacoustic (OA) imaging of cerebral vasculature of small laboratory animals 
[1-2]. The first, theoretical part of this work, is devoted to finding optimal optical and acoustical wavelengths for OA imaging of 
whole-brain vasculature using wideband PVDF detectors (10 Pa noise equivalent pressure in 1-100 MHz bandwidth) being gradu-
ally developed by our group. The second, experimental part, is devoted to in vivo evaluation of the opportunities of OA imaging of 
rodent’s brains with intact scull and scalp employing raster-scan OA technique [3-4]. The preliminary results of in vivo OA exper-
iments are presented at figure 1. 

Fig. 1. Revealing deep brain vasculature of rodents: (a) – adult mouse; (b) – newborn rat. BV- basal vein, SS- sagittal sinus, PCA - posterior com-
municating artery, TS - transverse sinus, BA - basilar artery. Scanning steps dX=dY=100 µm. Bars are 1 mm.
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InfraRed (IR) spectromicroscopy allows chemical mapping of kidney biopsy. It is particularly interesting for chemical speciation 
of abnormal tubular deposits and calcification. In 2017 using IR spectromicroscopy, it was possible to describe a new entity called 
vancomycin cast nephropathy [1]. However, despite recent progresses IR microspectrometer spatial resolution is intrinsically lim-
ited by diffraction (few micrometers). Combining atomic force microscopy and IR lasers (AFMIR) allows acquisition of infrared 
absorption spectra with a resolution and sensitivity in between 10 and 100 nm [2,3]. Here we show that AFMIR can be used on 
standard paraffin embedded kidney biopsies. Vancomycin cast could be identified in a damaged tubule. Interestingly unlike standard 
IR spectromicroscopy, AFMIR revealed heterogeneity of the deposits and established proving that vancomycin co-precipitated with 
phosphate containing molecule. These findings highlight the high potential of this approach with nanometric spatial resolution that 
opens new perspectives for studies on drug-induced nephritis, nanocrystals and local lipid or glucid alterations.
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Wavelength-Modulated Differential Photothermal Radiometry (WM-DPTR) [1] has been used for noninvasive in-vivo blood glu-
cose, alcohol and cannabis detection. The measurement results have demonstrated that WM-DPTR has excellent potential to be 
developed as a biosensor to improve diabetes management and prevent alcohol/drug impaired driving.

Materials and Methods

WM-DPTR is a noninvasive and non-contact-
ing technique for measuring minute absorptions 
of low-concentration solutes in strongly ab-
sorbing fluids like water and blood [1-4] in the 
mid-infrared (MIR) spectral range. Advantages 
of WM-DPTR over other blood analyte biosen-
sors are: 1) wide signal dynamic range featuring 
baseline suppression results for high sensitivi-
ty in the presence of background noise and the 
ability to detect signal changes, e.g. due to early 
appearance of dissolved substances in the blood 
and the interstitial fluid (ISF); 2) high specificity 
based on spectroscopic detection of tissue sub-
surface absorptions associated with the presence 
in blood of specific biomolecules such as glu-
cose, alcohol and delta-9-tetrahydrocannabinol 
(Δ9-THC, or, simply,THC), the main psychoac-
tive ingredient in cannabis; and 3) high diagnos-
tic reliability due to simultaneous availability of 
amplitude and phase channels.

In the current CADIPT WM-DPTR system, the two laser beams emitting at two wavelengths (peak and baseline of an absorption 
band of a probed analyte) irradiate the sample (finger here) using 180° (out-of-phase) square-wave modulation, Fig. 1. The gener-
ated infrared (blackbody) emission from the sample is collected and focused onto the MIR detector using the pair of paraboloidal 
mirrors. The photothermal signal is then sent to the lock-in amplifier for demodulation. The computer controls laser modulation, 
data acquisition and data processing.

In-vivo Blood Glucose Detection

In-vivo WM-DPTR measurements and simultaneous finger pricking blood glucose concentration (BGC) reference measurements were 
performed on diabetic and nondiabetic volunteers during oral glucose tolerance testing (OGTT) at the peak/base wavelength pair, Fig. 
2(a). The measurement results demonstrated high resolution and large phase dynamic range (~ 80 degrees) in the normal-to-hypergly-
cemia BGC range (5 mmol/L – higher than 33.2 mmol/L), which were supported by negative control measurements Figs. 2(b) and 2(c).

In-vivo Blood Alcohol Detection

In-vivo alcohol consumption WM-DPTR measurements and simultaneous breath alcohol concentration (BrAC) measurements were 
performed in the blood alcohol (ethanol) concentration (BAC) range 0-80 mg/dl with an optimal wavelength pair for ethanol, Fig. 3(a). 
The results demonstrated the alcohol detection capability of WM-DPTR with high resolution (~5 mg/dl) and low detection limit (~10 
mg/dl), Figs. 3(b) and 3(c). The immunity of WM-DPTR to temperature and glucose variations makes the differential signals alcohol 
sensitive and specific, yielding precise and accurate noninvasive alcohol concentration measurements in the interstitial fluid.

Fig. 1. WM-DPTR system. (a) schematic diagram of system setup: The modulated laser 
beams from two Quantum Cascade Lasers (QCLs) are steered to sample surface; the gen-
erated IR emission is collected by a MCZT detector through a pair of off-axis paraboloidal 
mirrors and then sent to a lock-in amplifier for demodulation; the amplitude and phase 
of the PTR signal are sent to a computer for further processing; (b) finger holder used for 
in-vivo measurements: a flat region of the finger back is exposed to the laser beam through 
a measurement window
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In-vivo Blood Cannabis Detection

Driving while impaired by drugs is a major contributor to fatal road crashes and cannabis is the most commonly consumed drug. 
Cannabis sensing is based on the detection of THC concentration for law enforcement and workplace compliance applications. 
Preliminary WM-DPTR cannabis smoking measurements were performed on a volunteer cannabis smoker and a nonsmoker at a 
THC optimal wavelength pair λA/λB, Fig. 4(a). The results, Fig. 4(b), show the phase of the smoker steeply rises immediately after 
smoking, peaking after 15 min, and then gradually dropping back to the baseline after 60 min, whereas the phase of the nonsmoker 
remains flat during the entire measurement, as expected from the absence of THC in the ISF. 

Fig 3. Correlation between WM-DPTR 
signal and simultaneously measured 
breath alcohol concentration (BrAC) 
with a breath analyzer in in vivo alcohol 
consumption measurements [4]. (a) eth-
anol absorption band and the selected 
wavelength pair 1046 cm-1/ 1024 cm-
1; (b) time profile comparison between 
WM-DPTR amplitude AAB (solid 
squares + solid lines) and BrAC (open 
circles + dashed lines); (c) normalized 
WM-DPTR phase PAB vs. BrAC.

Fig 4. WM-DPTR in-vivo cannabis smoking measurements. (a) THC absorption 
bands and the selected wavelength pair lA/lB [5]; (b) WM-DPTR phase PAB 
time profile comparison between cannabis smoker (solid circles) and nonsmoker 
(open circles). 
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Fig 2. Correlation between WM-DPTR signal and simultaneously measured blood glucose concentration (BGC) with a glucometer in an in vivo 
oral glucose tolerance test (OGTT) [3]. (a) FTIR glucose absorption band in MIR range and the selected wavelength pair 1034 cm-1/1181 cm-1; (b) 
time profile comparison between WM-DPTR phase PAB (solid squares + line) and the BGC reference (open circles + line); (c) normalized WM-
DPTR phase PAB vs. BGC.
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Cell morphological analysis1,2 has long been used in cell biology and physiology for abnormality identification,3,4 early cancer 
detection,5,6 and dynamic change analysis under specific environmental stresses.7,8 In such investigations, cell biologists usually 
use planar 2D cell images provided by optical microscopy to examine cell shape by locating edges, spreading area and so forth. 
However, the pathway to the third dimension, i.e. to the cell thickness imaging, is essential since cell morphology is virtually a result 
of the mechanical balance9,10 between the intracellular components and the outside 3D extracellular microenvironment.11

The picosecond ultrasonics (PU) technique allows the optical generation and detection of ultrafast acoustic waves, up to THz fre-
quencies,44 using femtosecond lasers. After decades of being used to study thin solid films, PU has attracted increasing attention for 
cell probing and imaging, owing to its two superior features beyond all-optical and non-invasive.12 One is its direct access to sound 
velocities in the penetrated volume.13-16 The other is its high resolution in time and space.17,18

In this talk, we report on the remote mapping of cell 3D morphology with an in-plane resolution limited by optics and an in-depth 
resolution down to a tenth of the optical wavelength. For this, we tracked GHz coherent acoustic phonons (CAPs) and their reso-
nance harmonics by means of an ultrafast opto-acoustic technique, and we analysed both the homogenous propagation of CAPs in 
cells and of their interaction with the cell outer interfaces.

After illustrating the measurement accuracy with cell-mimetic polymer films we map the 3D morphology of an entire osteosarcoma 
cell. The entire 3D morphology of the same cell was also obtained using AFM as a reference mean for contact thickness measure-
ment. The good agreements of the measured profiles and mean thicknesses confirm accuracy of the remote technique for measuring 
cell thicknesses as small as λ/7. In addition, we show that the in-plane definition of 1 µm, as limited by optical diffraction, is conve-
nient for performing relevant roughness analysis. A sensitivity to cell roughness of the order of  λ/10 is demonstrated.

In addition, while mapping macrophages and monocytes, we demonstrate an enhanced contrast of thickness inhomogeneity by tak-
ing advantage of the detection of high-frequency resonance harmonics. Illustrations are given with the remote quantitative mapping 
of the nucleus thickness inhomogeneity of migrating monocyte cells.

The 3D PU morphology is thus a new imaging modality that could be used as an alternative method to AFM for such studies. This 
modality was inserted on a regular upright microscope, making it handy to cooperate with bright field and fluorescence microsco-
pies, so that complementary images could be obtained simultaneously. These results open the path for wide applications in biology 
and medicine where remote measurement of the cell 3D-morphology is required.
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About 43% of those who suffer from vision loss that interferes with daily activities have refractive errors and 33% suffer from cata-
racts. Some 80% of cases are preventable or treatable, often using lasers. Refraction-correcting, photoablation-based eye laser pro-
cedures as well as photoionization-based therapeutic laser eye surgery such as iridotomy, capsulotomy and vitreolysis have become 
standard methods of treatment. Although it is commonly believed that such laser medical procedures have negligible side effects, 
our research puts the conviction of minimal invasiveness under question.

We found that shock/pressure waves accompanying photoablation or photoionization of water-rich eye tissues [1] reach sufficient 
negative peak pressure values that exceed some of the reported threshold values (see Figure 1 for photoablation) [2]. In photoab-
lation, the shock waves launched from the curved surface of the cornea focus along the optical axis near the posterior surface of 
the eye lens. In photoionization of the capsule (capsulotomy) or of the eye floaters (vitreolysis) within the vitreous, the spherical 
shock wave emitted from the breakdown reflects from the retina, switches polarity and is focused back within the eye. Large 
negative peak amplitudes, for example, generate acoustic (inertial) cavitation capable of inducing lesions and cutting of the tissue 
in the refocusing volume which is located at a different position relatively far away from the original light-tissue interaction site 
(see the experiments in Figure 2)

Fig. 1. Photoablation - modeling. Cross section of the eye showing the critical volume inside which the thresholds (see legend) for negative and 
positive pressure peaks are exceeded. Fig. 4 Pressure field at selected times, source at S2, near the eye lens.

The dynamics of the photoablation- or photoionization-induced 
pressure waves within the eye is first validated against the exist-
ing, but scarce measurements [3], followed by a description of 
intricate physical effects accompanying the temporal evolution 
of the pressure field (see Figure 3 for photoionization). Final-
ly, we discuss the implications of the acoustic focusing related 
to keratorefractive surgery by comparing the simulated pressure 
contour maps with the recommended values and threshold values 
for the inception of secondary physical effects such as the poten-
tially harmful inertial cavitation.

Fig. 2. Photoionization in water - experiments. Shadowgraphs at 290 μs 
(a), 300 μs (b) and 310 μs (c) after laser photoionization event (wave-
length: 1064 nm, pulse duration: 6 ns, pulse energy: 15 mJ) in water. (a) 
The emission of the shock wave after the first collapse of the cavitation 
bubble. (b) The shock wave is reflected from the concave surface of the 
ophthalmic lens (same as the surface of the cornea) forming a caustic 
in the focusing volume. (c) Secondary (inertial) cavitation takes place 
in the path of the focused shock wave and the light cone of the intital 
laser pulse.
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Fig. 3. Photoionization - modeling. Pressure field at selected times after photoionization event during capsulotomy.
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The detection of breast cancer in early stages is still limited although there are several diagnostic methods; some of them are invasive 
and expensive. It is for this reason that we seek to obtain new diagnostic methods that are complementary to existing ones. Currently, 
there are several investigations on breast cancer images obtained by photoacoustic tomography (PAT) based on the photoacoustic 
effect (PA), either using phantoms or nanoparticles as a representation of healthy tissue and mammary lesions [1]. In some cases, it 
has been studied directly in patients using PAT [2], however, it is necessary to find a characteristic pattern that differentiates healthy 
tissue from cancer. Therefore, it is important to identify a characteristic pattern of the PA signal (photothermal signature) that rep-
resents the cancerous breast tissue and differentiates it from healthy tissue. So, in this work we characterize the PA signals of can-
cerous and healthy tissue, using ex vivo breasts (mastectomies) with mammary lesions (tumors) and healthy tissue (breast periphery 
indicated by the surgeon). Although in this research work, we do not offer images by PAT we do offer a characteristic pattern of the 
PA signature and its frequency spectrum, which represents healthy tissue and cancer tissue obtained by a considerable sample size 
to obtain a representative and reliable characteristic pattern.

Materials and Methods

Twenty-five breasts of the patients of the Oncology Service of the General Hospital of Mexico DEL were used, who signed the 
informed consent letter. The photoacoustic experimental setup was using piezoelectric sensors in direct contact with the sample, as 
seen in fig. 1.

 
Fig. 1. PA experimental setup (a) and the representative scheme of scanning the sample with the laser light at 5 points (b).

Experimental setup consists of an Nd:YAG laser (ʎ =1064 nm, F = 10 Hz, τ = 5 ns, fluence = 200 mJ/cm2), 3 sensors of poly-
vinylidene difluoride (PVDF), a 2.5 GHz oscilloscope, optical arrays and a sliding glass base to scan the sample on both sides. 
This method consists of irradiating the sample with near-infrared light at several points on the sample; where part of the energy is 
absorbed by the sample and the other part is lost by optical scattering. The energy absorbed by the tumor (due to vascularization) 
generates a thermoelastic effect that produces mechanical waves that travel at the sound speed and that are detected by the piezoelec-
tric sensors (fig. 1b). These waves carry information about the mammary lesion and are recorded by the oscilloscope for analysis.

Results

A characteristic pattern of 25 samples was obtained that differentiates healthy tissue from cancer. To do this, two mathematical meth-
ods were used: 1) PA signal in time and frequency (FFT) and 2) Principal Component Analysis (PCA) in the frequency space. As a 
preliminary result, in fig. 2 we show a characteristic pattern of 5 samples using the first method, because the location of the tumor 
in the 5 samples is approximately similar.
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Fig. 2. Representative PA signature of the tumors in 5 samples (a) and characteristic pattern of the vibration modes obtained by FFT (b).

Fig. 2 represents a characteristic pattern of five tumors since the PA signature and the vibrational modes of the frequency spectrum 
always tend to do the same. Using the delay time of the PA signal (fig. 2a) and the propagation velocity equation (v = d/t), we find 
the depth of the tumor at 2.5 cm from the surface of the breast, these data coincide approximately with the actual depth of the tumors 
in the five breasts used (with a standard error of ±0.2 cm).

The 25 analyzed samples maintain the same characteristic pattern by the two mathematical methods, what varies is the delay time 
(this depends on the depth in which the tumor is located inside the breast). For the PCA two clusters were identified, one of them 
represents the tumor and the cluster with dispersed points represents the healthy tissue. The dispersed points are due to the variation 
of mammary density (glandular tissue and fat) according to the age of the patient.
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Dental decay is the most common human oral disease [1], leading to the destruction of the crystalline structure of teeth. However, 
while accurate decay characterization and routine monitoring of treatment progress are crucial for effective long-term results, cur-
rent radiographic technologies fall short of this objective due to low sensitivity [2] and use of ionizing radiation which is unsuit-
able for frequent monitoring due to potential hazardous side effects. As such, there exists the need for a suitable dental monitoring 
technology to combine high sensitivity and safety for routine exposure, to promptly address these limitations. To tackle this need, 
there has been an effort to develop optical and thermal techniques as alternatives for early detection and imaging of dental decay. 
Developed by Mandelis et al.[3] [4], enhanced truncated-correlation photothermal coherence tomography (eTC-PCT), is a novel 
thermophotonic imaging modality proven to achieve higher depth-profiling capabilities over conventional photothermal methods 
(e.g. lock-in thermography) in industrial materials. Recently, we showed that eTC-PCT can be applied to dental imaging [5] as a 
viable non-ionizing alternative to existing technologies. Dental eTC-PCT is the first 3-dimensional tomographic thermophotonic 
dental imaging modality, capable of monitoring and characterizing dental decay with high sensitivity. eTC-PCT can provide the 
dentist with information regarding the extent and severity of demineralized or eroded regions on teeth through detailed 3D imaging 
with operator controlled axial resolution. Further studies on controlled dental caries and erosion are currently in progress to opti-
mize dental eTC-PCT for the characterization of different clinical conditions. This modality is non-ionizing, compatible with the 
maximum permissible exposure (MPE) guidelines for use on human tissue, and currently achieves a subsurface depth profilometric 
capability of ~ 3.8 mm in teeth.
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Photothermal diffusion-wave imaging is a promising technique for non-destructive evaluation (NDE) 1,2 and medical applications. 
Several diffusion-wave techniques have been developed to produce depth-resolved planar images of solids and to overcome imaging 
depth and image blurring limitations imposed by the physics of parabolic diffusion waves. Truncated-Correlation Photothermal Co-
herence Tomography (TC-PCT) is the most successful class of these methodologies to-date providing 3-D subsurface visualization 
with maximum depth penetration and high axial and lateral resolution. To extend depth range and axial and lateral resolution, an 
in-depth analysis of TC-PCT, an enhanced imaging system (eTC-PCT) with improved instrumentation, and an optimized recon-
struction algorithm over the original TC-PCT technique was developed1. eTC-PCT was then used for small animal imaging. First, 
eTC-PCT was applied successfully for in-vivo brain structural imaging non-invasively. The intrinsic optical contrast revealed not 
only blood vessels but also other brain structures, such as the cerebellum, and olfactory lobes. Second, the feasibility of the tech-
nique was studied for early detection of cancer in mice. Since chances of survival increase considerably when detected and treated 
early, developing a simple reliable technique for early detection of tumors is crucial. The eTC-PCT modality was able to detect a 
tumor size 1.6 mm × 2.8 mm at the depth of 1.5 mm under the skin 3 days after injecting 20 μL cancer cells into a mouse thigh. The 
early appearance of the tumor in the eTC-PCT was validated by immunohistochemistry. A histological image of the excised tumor 
and the eTC-PCT phase image of the mouse thigh are shown in Fig 1.

Fig 1. Immunohistochemistry stain of tumor cells surrounded by normal muscle cells and eTC-PCT phase image of the mouse thigh which shows 
the tumor with size of 2.8 mm and the vascular network around the tumor in dark blue
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Control of metabolites in breath being called as “breathomics” is very attractive for express and noninvasive medical screening. 
Most important metabolites, being associated with pathological processes in the body, are nitric oxide, hydrogen peroxide, volatile 
organic compounds (VOCs), which include saturated hydrocarbons (ethane, pentane, aldehydes), unsaturated hydrocarbons (iso-
prene), oxygen containing (acetone), sulphur containing (ethyl mercaptane, dimethylsulfide) and nitrogen containing (dimethyl-
amine, ammonia) [1].

IR laser absorption spectroscopy (LAS) has high sensitivity of molecular species control on the level of ppb and below, as they 
frequently occur in environmental, medical or biological applications [2]. Laser photoacoustic spectroscopy (LPAS) is based on 
registration of pressure wave which is generated in an analyzed gas sample due to absorption of amplitude modulated laser beam 
tuned on a frequency of resonant absorption of a specific substance of the sample.

The problem is that typical for a disease VOCs are not highly specific. To solve this problem, molecular biomarker ‘profile’ approach 
can be used. In this case, pattern-recognition-based techniques can be used. The aim of the work is to show abilities of laser photo-
acoustic spectroscopy and machine learning to extract diagnostically significant biomarker profiles.

Materials and Methods

The study involved patients with lung cancer (LC) patients (N=9); patients with chronic obstructive pulmonary disease (COPD) 
(N= 12); patients with pneumonia (n=11) and a control group of healthy volunteers (N=29). All patients had been treated in medical 
organizations, so the diagnosis has been verified by clinical methods.

We used developed by Special Technologies Ltd. laser photoacoustic gas analyzer LaserBreeze based on the dual OPO with tuning 
range 2.5 – 10.7 µm [3]. Two types of nonlinear elements are used in this OPO: periodically poled lithium niobate structure (PPLN) 
and mercury thiogallate crystal HgGa2S4 (HGS). Nd:YLF laser (10 ns, 0.5–1.5 kHz, 1.5 mJ) was used as a pump source. The double 
channel resonant photo-acoustic cell was used for recording absorption spectra of gaseous samples.

Exhaled breath samples were collected in 150 ml disposable plastic containers (syringe) and were analyzed using the LaserBreeeze 
gas analyzer. All measurements were carried out at room temperature (20-25 Co) and humidity (50-60%). We repeat measurements 
of a EAS absorption spectrum 5 times.

"Pattern" approach requires the selection of the informative features allowing to separate one group of objects from another. The 
problem of weak distinguishability of features vectors in high dimension features space is known (see, for example [23]). Dimen-
sional reduction of features space simplifies the classification, visualization and compression of multidimensional data [4]. The 
principal component analysis is one of the most effective methods in this field.

Classification is as a tool for computer-aided diagnostic decision support. There are supervised and non supervised learning classi-
fication methods. Supervised learning means training the classifier when the certain set of vectors is available for which belonging 
to one of the classes is known. When classifiers are trained, there is a danger that the classifier will be too well adjusted for training 
data, which will lead to the impossibility of correctly classifying new (unseen) data. This problem is called "overtraining" or "over-
fitting" of the classifier.

We plan to discuss various supervised learning methods, including Support Vector Machine, Artificial Neural Networks with various 
ways to split data for learning and testing stages, to create predictive models, which allow to distinguish groups under study on a 
base absorption characteristics of breath air, measured by laser optical-acoustic spectroscopy.
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We have recently developed a novel methodology for noninvasive assessment of structure and composition of human skin in vivo 
[1-2]. The approach combines pulsed photothermal radiometry (PPTR), involving time-resolved measurements of mid-infrared 
emission after irradiation with a millisecond laser pulse (λ = 532 nm, H0 ~ 0.3 J/cm2), and diffuse reflectance spectroscopy (DRS) 
in visible part of the spectrum (λ = 400–600 nm) measured using an integrating sphere.

The data acquired from human volunteers are fitted simultaneously with the corresponding predictions of a dedicated numerical 
model of light transport in human skin, utilizing the Monte Carlo technique (MC). A very good match between the experimental and 
model data is obtained by applying a four-layer optical model of human skin, accounting for the epidermis, papillary and reticular 
dermis, and fatty subcutis.

The described approach allows quantitative assessment of the contents of the specific chromophores (melanin, oxy- and deoxy-he-
moglobin) as well as thicknesses and scattering properties of the epidermis and dermis. Relevant physiological information, such as 
fractional blood content and oxygen saturation are thus obtained in a noninvasive manner, which was not possible by applying each 
of the two techniques individually [3].

The assessed values correlate nicely with the corresponding ranges from literature and demonstrate the expected trends in controlled 
tests involving temporary obstruction of peripheral blood circulation using a pressurized arm cuff, as well as acute and seasonal 
sun tanning. In addition, our coregistration test involving multi-photon microscopy showed that the obtained values for epidermal 
thickness correspond to the maximal thickness within the investigated area.

The example in Fig. 1 presents a comparison of the PPTR signals and DRS as measured on the forearm of a healthy volunteer before 
(orange solid lines) and after application of a blood-pressure cuff inflated to 100 mm Hg, thus causing obstruction of the peripheral 
blood circulation (red). The dashed lines indicate the predictions of our numerical forward model after objective optimization of its 
14 free parameters: epidermal and dermal thickness, epidermal melanin content, epidermal blood content, papillary and reticular 
dermal blood contents, papillary and reticular blood oxygenation levels, subcutis scattering amplitude, scattering amplitude and 
power, which can differ between the epidermis and dermis, and the applied radiant exposure [2].

Fig. 1. PPTR signals (a) and DRS spectra as measured in intact human skin (orange solid lines) and during an obstruction of the peripheral blood 
circulation (red solid lines). Dashed lines present the best fitting predictions of our numerical model.

Figure 2 illustrates the most prominent changes of the skin properties upon application of the pressure cuff (blue), as assessed from 
data in Fig. 1 using our inverse analysis. These include a substantial rise of the blood content in the papillary dermis and significant 
decrease of blood oxygenation in both dermal layers. This is consistent with the fact that the applied cuff pressure of 100 mm Hg 
completely obstructed blood flow through the veins but not also through the arteries (i.e., venous occlusion).
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Fig. 2. Changes in blood contents (a) and oxygenation levels (b) in different skin layers upon obstruction of peripheral blood circulation in a human 
volunteer, as extracted from data in Fig. 1.

One important limitation of the described approach is that the involved high-dimensional optimization utilizing a numerical forward 
model (i.e., inverse MC) is computationally very expensive, thus leading to impractical durations of analyses despite massive paral-
lelization of the MC procedure. In response to this challenge we have recently initiated the development of a predictive model (PM) 
based on machine learning. Our PM employs the technology of random forests and is trained by several thousand combinations of 
various skin parameter values and the corresponding PPTR signals and DRS spectra, computed using the forward MC model [4].
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We have recently introduced a novel methodology for noninvasive assessment of structure and composition of human skin in 
vivo[1]. The approach combines pulsed photothermal radiometry (PPTR), involving time-resolved measurements of mid-infrared 
emission after irradiation with a millisecond light pulse, and diffuse reflectance spectroscopy (DRS) in visible part of the spectrum 
(400–600 nm). The experimental data are fitted simultaneously with respective predictions from a four-layer Monte Carlo (MC) 
model of light transport in human skin.

The described approach allows assessment of the contents of specific chromophores (melanin, oxy-, and deoxy-hemoglobin), as 
well as scattering properties and thicknesses of the epidermis and dermis. However, the involved multi-dimensional optimization 
using the numerical forward model (i.e., inverse MC) is computationally very expensive. We have therefore developed a predic-
tive model (PM) based on machine learning [2]. The PM involves random forests trained using several thousand pairs of skin 
parameter combinations and the corresponding PPTR signals and DRS spectra, computed by our forward MC model. 

Fig. 1. Comparison of the PPTR signals and DRS spectra as measured in vivo (orange lines) and the best-fitting model predictions (dashed) when 
using the entire PPTR signal (a,d) and compressed to a subset of 162 (b,e) or 41 data points (c,f) by quadratic binning.

In order to reduce the computational load of the PM training procedure, PPTR signals (which in experimental setting consist of 1500 
uniformly distributed data points) must be compressed to a smaller set of characteristic features. For this purpose we apply non-uni-
form (quadratic) binning as presented earlier [3]. In this study we analyze the effect of such signal compression on the accuracy and 
stability of skin characterization using the inverse MC procedure.

Fig. 1 presents a comparison between the PPTR signals and DRS spectra as acquired in healthy skin (orange solid curves) with the 
best fitting model predictions (blue circles) when using the entire PPTR signal (a,c), and using a subset of 162 (b,e) or 41 data points 
(c,f) obtained by application of quadratic binning. Meanwhile, the DRS spectra are always analyzed at only 14 wavelengths, selected 
by considering the absorption characteristics of skin chromophores.
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Table 1. The assessed model parameters values and residual norms with the entire PPTR signal (first column), or compressed to a 
subset of 162 (second column), and 41 (third column) data points obtained by application of quadratic binning.

all points 162 points 41 points
depi [μm] 110 ± 8 114 ± 4 117 ± 7
mel [%] 1.1 1.1 1.1
bepi [%] 0.4 ± 0.1 0.4 ± 0.1 0.5 ± 0.1
bpap [%] 1.9 ± 0.2 1.9 ± 0.2 2.1 ± 0.2
bret [%] 1.3 1.3 ± 0.1 1.3 ± 0.2
Spap [%] 56 ± 2 57 ± 3 59 ± 1
Sret [%] 88 ± 4 88 ± 3 88 ± 1
dder [mm] 0.71 ± 0.11 0.67 ± 0.14 0.73 ± 0.19
aepi [cm˗1] 129 ± 1 129 ± 5 135 ± 5
pepi 1.3 ± 0.1 1.3 ± 0.2 1.2 ± 0.2
ader [cm˗1] 59 ± 3 58 ± 2 60 ± 2
pder 0.6 ± 0.1 0.7 ± 0.1 0.6 ± 0.1
Asub 0.8 ± 0.2 0.9 ± 0.1 0.8 ± 0.2
F [J/cm2] 0.27 0.26 0.26
resnorm, DRS 0.94 ± 0.11 0.95 ± 0.16 0.93 ± 0.06
resnorm, PPT R 0.0097 ± 0.0016 0.0034 ± 0.0007 0.0029 ± 0.0015

As can be seen in Fig. 1, quadratic binning of the PPTR signals doesn’t affect the quality of the fits. Moreover, the assessed values 
of all model parameters remain the same within the respective error margins (Table 1). Therefore, data compression by quadratic 
binning can be applied in inverse MC analysis and consequently also for training of the predictive model.
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Photoacoustic methods are now increasingly used for the study of nanomaterials, for instance, nanosized biological systems. One 
of such methods is low-frequency Raman scattering (LFRS), caused by light interaction with eigen vibrations of nanoparticles [1]. 
LFRS was applied for theoretical [2] and experimental [3] study of biological nanoobjects. In [2] lowest vibrational modes of rod-
shaped viruses (M13 bacteriophage and tobacco mosaic virus TMV) in water and air were calculated. First experimental results on 
the SLFRS in biological nanoparticles (M13 phage protein coat) have been obtained in [3].

Stimulated analogue of LFRS – stimulated low-frequency Raman scattering (SLFRS) has very important advantages compare to 
LFRS, namely, essentially higher conversion efficiency and much lower threshold. We observed SLFRS in many nanoparticles sys-
tems: metal, dielectric, semiconductors, both high-ordered and random materials [4-6].

We for the first time applied SLFRS for the study of biological objects: tobacco mosaic viruses (TMV) [7]. Later we registered 
SLFRS in two types of potato viruses (PVA and PVX) and in cauliflower mosaic viruses (CaMV). In the cases of simple virus form 
(spherical or cylindrical) it is possible to compare experimental results with theoretical calculations. For TMV, having a form of a 
rigid cylinder, LFRS radial breathing mode frequency calculated in [2] is 2.1 cm-1 (63 GHz), which is near to our experimental value 
60 GHz.

In this work, we present our experimental results on the SLFRS investigations in human and bovine serum albumin (HSA and BSA) 
in water. Albumin is a polypeptide chain which can form a globule with a size of ~8 nm. It plays an important role in blood plasma, 
having a wide variety of functions. Both albumins are known to form associates with a size of a few hundred nanometers. In our 
experiments, we used HSA and BSA water solutions with the pH value equal to 7. The mass concentration of serum albumin in the 
solution was 10%. Radius distribution of HSA and BSA nanoparticles was measured with the help of the dynamic light scattering 
method (DLS). In HAS besides monomers with size 8 nm, aggregates with radius 50 nm were present in the solution. In BSA DLS 
showed globules with radius 1 nm and aggregates with radius 46 nm.

SLFRS was excited by single 20 ns pulses of a ruby laser with wavelength 694.3 nm, maximum energy 0.3 J, line width 0.015 cm-1 
and divergence 3.5∙10-4 rad. Laser light was focused at the centre of the 1 cm quartz cell with the sample by the lens with focal length 
5 cm. SLFRS spectra have been registered with Fabri–Perot interferometers with different base and consequently different ranges 
of dispersion from 0.3 cm-1 to 8.3 cm-1 (9 - 250 GHz). In HSA SLFRS was observed both in a forward and backward direction at 
the exciting intensity more than 0.1 GWcm-2. For BSA the threshold was reached only at liquid nitrogen temperature (77K). The 
maximum conversion efficiency of pumping light into SLFRS for HSA and was 55 %, for BSA 25 %.

SLFRS interferograms and spectra in HSA and BSA are shown in Figure 1. 

Fig. 1. SLFRS interferograms and spectra in HSA and BSA.
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SLFRS in biological nanosized objects can be used for their identification and for the creation of biharmonic pumping, which is an 
effective method of nanoscale systems study and impact on them. Dependence of SLFRS frequency shift on the excitation condi-
tions gives the possibility to change the frequency shift between biharmonic pumping components.
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Moderate short-time heating (~50-70oC) of collagenous tissues such as cartilage and cornea under IR-laser irradiation can produce 
nonablative structural rearrangements, possibility to perform biologically non-destructive reshaping with fairly stable conservation of 
the remodeled from due to relaxation of internal stresses. The results of such reshaping and eventual changes in optical and biological 
properties strongly depend on the laser-irradiation regime, so that development of methods and means allowing for sufficiently precise 
control of such thermo-mechanical tissue modification is of high interest. Here, we report the results of application of a speckle-con-
trast technique based on monochromatic illumination of the tissue in combination with strain-evolution mapping by means of Optical 
Coherence Elastography (OCE) to reveal the interplay between the temperature-, thermal-stress producing tissue modifications during 
laser heating. The speckle-based technique ensured en face-visualization of the interplay among cross-correlation of speckle images, 
their contrast, temperature field and thermal-stress field under various heating-laser settings (see an example in Fig. 1). 

Fig. 1. Examples of speckle contrast en face visualization of a cartilaginous sample (4mm x5mm in size) heated by a Gaussian beam. (a) is the 
very beginning of the heating when the maximal intensity of structural rearrangement coincides with the the axis of the heating beam, where the 
temperature is maximal, but thermall stresses are zero; (b) speckle contract distribution ~ 5 s after beginning of the heating, when a ring-shape zone 
of maximal-intensity of modifications gradually shifts to the slopes of the temperature distribution, where thermal stresses are maximal

Fig. 1. OCE-based "waterfall" sequences of depth-resolved quantitative strain maps over a vertical cross section of the heating beam for 5 laser 
pulses. Vertical axis in (a) shows interframe strains (i.e., strain rate) with initial maximal strain at the beam axis (where the temperature is maxi-
mal) and gradual progression of the zone of maximal strains towards the region of maximal thermal strains located at the temperature-distribution 
slopes; (b) is a similar waterfall sequence for cumulative-strain profiles corresponding to interframe strains in panel (a). This example is obtained 
for an excised rabbit cornea demonstrating striking similarity with the behavior of cartilaginous samples. Lateral size is 4 mm, record duration is 
20 s (400 frames with 50 ms time step).
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The speckle-contrast findings are supported by quantitative visualization of depth-resolved strains in the heated tissue sample by 
means of phase-sensitive Optical Coherence Elastography (OCE) in a recently developed advanced variant [1,2]. This method 
readily allows one to perform high-sensitivity quantitative, temporally and spatially (in-depth and laterally) resolved visualization 
of aperiodic and rapidly evolving thermally-produced strains, although en face visualization based on of scanning optical coherence 
tomography is problematic. Thus, each of the two used approaches (speckle contrast and OCE-based) has its own advantages.

The performed study allowed for analyzing different stages of laser modification of collagenous tissues. Spatially-resolved analysis 
of speckle dynamics in the horizontal plane (en face view) and quantitative OCE-based strain mapping in the vertical planed com-
bined with theoretical modeling of thermal stresses confirmed the hypothesis that intense modification of collagenous tissues can be 
obtained not only by straightforward temperature increase, but also promoted by elevated thermal-stresses created by the tempera-
ture gradients. These findings can be used for optimization of the heating-beam profile and temporal pattern of irradiation to obtain 
the desirable tissue reshaping with minimal heating

The revealed relationships can be used as a basis for controlling tissue irradiation regimes in real time during laser modification/
shaping of cartilaginous implants in otolaryngology, maxillofacial surgery and novel methods of corneal-shape correction.
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The increased use of carbon-fiber reinforced plastics (CFRP) for load-bearing aircraft structures has heightened demand for highly 
automated manufacturing and fast, robust non-destructive testing (NDT) techniques.

Despite significant effort, CFRP inspection remains challenging since a number of failure modes do not exhibit large material dis-
continuities. A good example is wrinkling of composite plies that can significantly reduce the strength of a component and can occur 
even when automated fibre placement (AFP) manufacturing is used [1]. Recent developments in laser-ultrasound (LU) enable sub-ply 
resolution imaging of composites in a fully non-contact manner [2,3]; therefore, the technique seems feasible for wrinkle detection.

In this paper, we present results of non-contact experiments, performed with a recently developed LU scanner [2] to study wrinkle 
orientation in CFRPs. Key scanner components include a diode-pumped laser generating impulses of 2 mJ energy at a repetition rate 
up to 1 kHz, a high-sensitivity double-differential fiber-optic Sagnac interferometer, an XY translation stage with position synchronized 
output to trigger the laser, and a data acquisition system.

A composite sample, with out-of-plane ply wrinkling introduced during manufacturing, was fixed to the translation platform and 
scanned with 0.05 mm lateral XY resolution. Incident pump laser pulses, delivered along an axis inclined approximately 40◦ from 
the sample normal (Z axis), were focused to a spot size of about 2 mm (resulting in a laser fluence of about 60 mJ/cm2, well below 
any damage thresholds for composite material illumination). Non-contact detection of US signals was performed at the same point 
on the surface with the fiber-optic Sagnac interferometer. Signal processing was applied to recorded signals as described in Ref. [2]. 
Next, signals were time-gain corrected (TGC) to compensate for exponential loss assuming an attenuation coefficient of about 2.7 
cm-1, yielding the B-scan presented in Fig. 1a.

Next, data were subject to tilt filtering (TF) [4] – a method averaging A-scans along local ply orientations. As can be seen from the 
filtered image, presented in Fig. 1b, noise was significantly reduced compared to the initial B-scan. Additionally, the delay resulting 
from the TF was used to calculate ply rotation angle superimposed in color on Fig. 1b. The angle information was threshold to mark the 
most significant angles exceeding ±2◦.

Fig. 1: LU imaging of wrinkles in composite plates. Initial B-scan processed according to Ref. [2] (a); B-mode image after tilt filtration with local 
ply orientation information superimposed in color (b). Zoomed area of moving average (c) and tilt-filter result (d). 

For better visualization of the results in Fig. 1b, an area of most significant wrinkling is zoomed and presented in Fig. 1d. The image 
can be compared to a corresponding one (Fig. 1c) processed using a conventional spatial moving average (MA). Clearly, MA results 
in amplitude reduction in the wrinkled areas due to incoherent summation. In contrast, TF, averages time-delayed signals coherently 
enhancing ply waviness visualization.

As presented in this paper, laser-ultrasonics represents a feasible tool for ply wrinkle detection and visualization. TF processing not 
only improves SNR preserving wrinkled structure, but also provides information on local ply orientation, which can be used as a 
measure of wrinkle severity. The proposed method is limited in depth due to strong US attenuation in composites, destroying the 
structural signal at large depths. For the current setup, the maximum depth where wrinkles can still be quantified is estimated to be 
about 8 mm for aircraft CFRP composites.
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It is known that the core analysis is required to assess porosity, permeability, fluid saturation, density of the mineral skeleton (grains), 
lithological composition and rock structure [1]. However, the existing methods for studying the capacitive and strength properties of 
geomaterials are rather laborious and are associated with considerable time costs. The impact of laser pulsed radiation on absorbing 
media can lead to the excitation of acoustic surface, longitudinal and transverse waves for properties evaluation [2]. The efficiency of 
optoacoustic transformation depends on optical, thermophysical and elastic properties of materials and also polarization and energetic 
parameters of laser radiation [3].

The objective of paper is study of pulsed laser excitation of elastic waves, measurement of longitudinal and shear velocities in core 
specimens illuminated by Gaussian and Bessel laser beams [4,5] and calculation in the frame of two component model of the medium 
capacitive and strength properties of the rock specimens on the base of experimental measurement of optoacoustic signals.

Materials and Methods

The radiation of Q-switched Nd:YAG laser Lotis Tii LS-2134 was used. The operating wavelength was 532 nm with pulse energy of 15-
20 mJ and pulse duration of 10 ns. The pulse repetition rate was 15 Hz. The detection of laser-induced ultrasonic pulses was carried out 
by transducer based on polarized PZT ceramics 0.2 mm thick. The electrical signal was amplified by preamplifier with high frequency 
at about 15 MHz. The signals were averaged by oscilloscope with analog bandwidth 60 MHz. The oscilloscope was triggered by signal 
of PIN photodiode. It was assumed that unfocused laser radiation has Gaussian profile, while Bessel beams were formed by axicon lens 
with conicity angle of 1º. Cores of different rock specimens such as limestone, dolomite, siltstone, clay, marl, sandstone of cylindrical 
form with thickness from 8 mm up to 16 mm were studied. The specimens with physical and technical parameters were provided by 
Center of study, treatment and store of core at RUP “PA “Belorusneft”. The laser radiation illuminated specimen surface and ultrasonic 
pulses were measured from the opposite side by piezoelectric transducer.

It is noteworthy that the efficiency and diagram of excited longitudinal and shear pulses depend on the laser beam profile. In the case of 
Gaussian beam the time profile of longitudinal ultrasonic pulses corresponded to typical laser-induced forms. In the case of Bessel beam 
the ring shape distribution of intensity on the surface of the specimen increases the efficiency of shear pulses. The velocity of longitu-
dinal and shear pulses were measured from the ratio of specimen thickness and arrival time. The values of longitudinal and shear ve-
locities yield Young’s modulus and Poisson’s ratio. The calculations of the porosity were implemented in MathCAD software package.

Table 1. Results of determination of core specimen porosity 
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Conclusions

Thus, the presented paper shows the results of measurements of longitudinal and shear velocities, which were obtained in specimens 
of rock (cores) by means of laser pulses with Gaussian and Bessel beam profiles. In the frame of two component medium the pos-
sibilities of porosity calculation as well as calculation of elastic moduli of specimens which are required for characteristics of their 
strength are demonstrated. The estimated error for porosity calculation is about 5%.

References

1. M. A. Anderson, B. Duncan, R. McLin, Oilfield Review 25(2), 16 (2013)
2. V.Ė. Gusev, A.A. Karabutov, Laser Optoacoustics (American Institute of Physics, New York, 1993) p. 304
3. L.N. Pyatnitskiy, Wave Bessel beams (Fizmatlit, Moscow, 2012) p. 406 [in Russian]
4. G.S. Mityurich, M. Aleksiejuk, P. V. Astakhov, P. A. Khilo, A. N. Serdyukov, International Journal of Thermophysics 32 (4), 844 (2011) doi: 
10.1007/s10765-010-0749-1
5. Mityurich, G.S. Photoacoustic transformation of Bessel light beams in magnetoactive superlattices / G.S. Mityurich, E.V. Chernenok, V.V. 
Sviridova, A.N. Serdyukov // Crystallography Reports. – 2015. – Vol. 60, № 2. – P. 273–279.

Session B1: ND&E I / Ultrasonics I 



74

Session B1: ND&E I / Ultrasonics I 

Contact Laser-Ultrasonic Evaluation  
for the Cast Turbine Blades                

Alexey ZHARINOV (1)*, Alexander KARABUTOV (2,3,4), Varvara SIMONOVA (3,4), Valeriy PIYANKOV(5)

1. Faculty of Physics M.V.Lomonosov Moscow State University, Moscow, Russia
2. NUST MISiS – The National University of Science and Technology MISiS, Moscow, Russia

3. ILIT RAS Branch of the FCRS “Crystallography and Photonics” RAS, Moscow region, Russia
4. ILC MSU – International Laser Center M.V.Lomonosov Moscow State University, Moscow, Russia

5. JSC "UEC-Perm Engines", Perm, Russia

zharinov@optoacoustic.ru 

High Pressure Turbine (HPT) blades operate at extremely high temperatures, high centrifugal loads and thermal cycling. The use 
of conventional alloys is not feasible for turbine engine operation, as they do not provide desired properties and usually have their 
melting point below the operating temperature. Thus, heavier Nickel base superalloys are used. Moreover, the material of HPT 
blades must be resistant to the property of stresses to accelerate the growth of any flaws or defects present in the alloy. The special 
single crystal process is used for these purposes to harden superalloy during the investment casting. Unfortunately, even in this 
case defects called as high temperature crystallization (HTC) cracks can appear on grain boundaries within manufacturing. There 
are several conventional techniques used to detect such defects but their disadvantages impose complications to their application 
manufacturing conditions.

Fig.1 Blade blank (a) High temperature crystallization crack at the blade root cooling channel wall and the grain boundaries at the blade root part.

The possibility of macrostructure control in thin walls of the blade root section using laser ultrasound to solve conventional tech-
niques limitations was experimentally investigated. Testing system design was described. Laser-ultrasonic evaluation results of the 
blade samples with artificial defects and HTC cracks was presented. Nickel based superalloy acoustoelasticity properties for the 
grain boundaries to detect were analyzed.
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Understanding of the elastic behavior of minerals under high pressure is a crucial factor for developing a model of the Earth’s structure 
because most information about the Earth’s interior comes from seismological data. Therefore, direct measurements of velocities and 
other elastic properties of minerals at elevated pressures and temperatures are keys to understand the seismic information, allowing us 
to translate it into chemical composition, mineralogy, and temperature of the minerals inside the Earth.

Fig. 1. Sketch of the sound waves propagation in the DAC:    Fig. 2 Signal at 47 GPa with diamond and iron skimming waves 
                                                                                                SLD, SLFE, LL, LT , TT and head wave SL-TT waves. Each                    

                                                                                         signal is the sum of 50k-100k laser pulses at a specific  
                                     pump-probe distance. 

Iron is thought to be the main constituent of the Earth’s core and considerable efforts have been made to understand its properties at 
high pressure and high temperature. However, there are discrepancies between experimental data and theory on the elastic behavior 
of iron under high pressure and high temperature conditions. To understand the reason for this, the shear and longitudinal wave 
velocities of iron and iron alloys at high pressure and high temperature should be measured directly.

The advantage of the laser ultrasonic (LU) or laser opto-acoustic technique is that it allows remote measurements of time of flight of 
the acoustic waves inside a specimen. When an ultra-short light pulse, known as a “pump pulse”, is focused onto an opaque surface 
the optical absorption results

in a thermal expansion that launches an elastic strain pulse. This strain pulse consists of acoustic phonons that propagate directly 
into the bulk as a coherent pulse. After acoustic reflection from the sample-substrate interface, the strain pulse returns to the sample 
surface, where it is detected by a delayed optical probe pulse through optical reflectance [1].

Recent experiments conducted at 22 GPa revealed that numerous acoustic waves (bulk, surface, interfacial, and head waves) are 
generated by probe laser inside acoustically multi-layered media inside high pressure cell [1,2]. Further progress in studies of the 
elastic properties of materials (such as iron, iron rich materials, etc.) at pressures near mantle - core interface (130 GPa) or deeper 
require (a) full understanding of the physics of laser excitation of acoustical waves, (b) development of theory a short acoustical 
pulse propagation in a thin elastic layer, (c) identification of different types of bulk, surface and interfacial waves propagating in 
multilayered elastic media in a high pressure cell under extremely high pressure (100 - 150 GPa). The aim of this report is to demon-
strate that the shear velocity in iron can be measured at high pressures at least up to 55 GPa. We present experiments showing the 
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detection of direct, reflected and head waves in a steel gasket up to 55 GPa using laser ultrasonics techniques. In this report we also 
demonstrate that the laser ultrasonics technique combined with laser heating allows measurements of velocities of the skimming 
waves in iron at 2580 K and 22 GPa [3].

To illustrate the operation of the LU system in reflection mode at ambient conditions, laser-ultrasonic measurements were conducted 
on a steel plate. The schematic of the measurements of velocities of acoustic waves by LU in a DAC (LU-DAC) is shown in Fig. 1. 
In the reflection configuration the pulse laser, which causes the excitation, and the probe laser is measuring different kinds of acous-
tics waves including bulk longitudinal (L) and shear (T) waves. A pattern of waves observed on the surface of the steel is shown in 
Fig. 2. Two peaks can be assigned as the longitudinal skimming (SL) bulk waves in diamond and steel, and one to the head wave 
SL-TT.
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Residual stresses in stainless steel pipes were investigated with contact laser ultrasonic evaluation. Steel pipes were subjected to 
non-stationary thermal loading. Studies of the residual stresses and the internal structure heterogeneity of the samples were carried 
out before the heat load and after it. The ultrasonic wave velocity was measured with high precision and relative variation of the 
velocity enables us to calculate the distribution of residual stress. The maps of the residual stress over pipes surface correspond to 
the distribution of the thermal load. A comparison of the internal structure of the samples and stress state maps was analyzed. The 
failure of the internal structure and possible estimation of the residual life is discussed.
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The non-destructive evaluation of adhesively bonded joints is a major issue in the aeronautical industry. Indeed, this assembly 
technique has got a lot of advantages compared to more conventional ones (riveting…): it allows lighter aircraft structures and 
therefore reduced fuel consumption and emissions. Furthermore, a better stress distribution can be achieved between assembled 
parts. Nevertheless, the significant deployment of this assembly technique is currently limited by the nonexistence of a method to 
quantify the practical adhesion without damaging the structure. In the past 50 years, a large number of non-destructive methods 
have been investigated to measure bond strength quantitatively [1]. Concerning ultrasonic techniques, various approaches based on 
the reflection or the transmission of bulk waves at an imperfect interphase have been studied [2-3]. Other methods based on guided 
waves have been proposed: shear horizontal modes [4], Lamb modes [5] (especially Zero-Group Velocity modes [6]). However, up 
to now, none of these methods allows to quantify the mechanical strength of an industrial bonded joint. Thus, the goal of this work 
is to propose a new non-destructive technique to face this issue.

In order to evaluate the practical adhesion of an adhesively bonded joint, a laser ultrasonic method can be considered as a good 
candidate. Two main reasons can explain this choice. First, the propagation of ultrasounds in a bonded assembly may give relevant 
information concerning the practical adhesion. Indeed, these elastic waves interact mechanically with the bonded joint and therefore 
the presence of an adhesive defect should lead to a signature in the received ultrasonic signals. Secondly, a contactless method for 
the non-destructive evaluation of bonded joints is really interesting in an industrial context. For these reasons, lasers are used to 
generate and to detect ultrasonic waves on the same free surface of the assembly. The laser generation remains in the thermo-elastic 
regime in order to stay non-destructive.

The aim of this research project is to quantify the practical adhesion of a bonded assembly: aluminum/epoxy/aluminum. To inves-
tigate this issue, samples with different conditions of interface have been prepared. The experimental set-up (Figure 1) is composed 
of a first pulsed laser (Nd:YAG, Q-switched) which is used to generate the ultrasonic waves in the sample. The pulse duration is 
several nanoseconds. To detect the propagation of these waves, a second laser beam is focused on the free surface of the aluminum 
substrate. An interferometric method is employed to measure the normal displacement as a function of time. The reflection of bulk 
waves at an imperfect interphase or the propagation of guided waves in the bonded assembly may contain information concerning 
the practical adhesion because these elastic waves will interact mechanically with the bonded joint.

Fig. 1. Schema of the experimental set-up
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The experimental data are then compared with numerical simulations. The propagation of elastic waves and their reflections at the 
bonding interface between two solid media are simulated with a semi-analytical method [7]. A uniform distribution of normal and 
transversal springs (КN, КТ) is used to model the bonding interface [8]. These numerical simulations allow understanding and ana-
lyzing the experimental signals in order to identify the key parameters which characterize the practical adhesion of a bonded joint.
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The elastic properties of the wire depend on the microstructure, which changes significantly during metalwork of metal cord pro-
duction. Ultrasound can be applied for evaluation of elastic properties. The dispersion is a feature of ultrasonic waves propagating 
in wires [1]. The velocity of high frequency part of the spectrum approaches the value of Rayleigh waves while the velocity of low 
frequency spectrum can be expressed as square root from the ratio of Young’s modulus and density [2]. The problem of testing con-
cerns acoustic contact both for excitation and detection of elastic disturbances in the steel wires. The combination of two non-contact 
technique such as laser-induced ultrasound and electromagnetic acoustic transducers (EMATs) possesses some advantages that will 
be considered in this paper.

Materials and Methods

The steel wires of different diameters from 0.225 mm up to 1.83 mm, were cut to parts of length more then 100 mm. The wires were 
magnetized by permanent NdFeB magnet of ring shape with the field of 0,25 T before measurements. The external radius of the 
ring magnet is 25 mm, the internal radius is 13 mm and the thickness is 3 mm. The experimental setup is presented in Fig.1. The 
radiation of the Q-switched Nd:YAG laser illuminated free part of steel wire. The operating wavelength was 532 nm the energy per 
pulse was less then 5 mJ. The laser beam was unfocused with a diameter of about 6 mm. The pulse repetition rate was 15 Hz. The 
signal front of PIN photodiode triggered the oscilloscope with analog bandwidth of 60 MHz. The measured signals were averaged 
by 16 realizations. Two EMATs were located touching wire on the distance 23 mm in between. The sensitive coils were industrial 
inductive elements with ferrite core. The dimension of the coil is 2.5x2.5x2 mm3. The coil included in electrical circuit of differential 
amplifier based on the single operational amplifier.

Results

The optoacoustic signals measured by two EMATs are presented in Fig. 2. The 
spectra of the pulses are limited by high frequency at about 1.5 MHz. The time 
interval of 4.4 µs was measured between points crossing base lines. The group 
velocity of low frequency ultrasonic waves was around 5.2±0.2 km/s. The den-
sity of the steel wires is 7.8 g/cm3 that defines Young’s modulus 210±4 GPa.

The laser-induced ultrasound is well promising technique for materials evalua-
tion [3,4]. The feature of the considered experiment is low frequency excitation 
of ultrasound by unfocused laser spot. The EMATs are sensitive to the transient 
magnetic field caused by variation of magnetization vector due to magnetostric-
tive effect. The laser-induced low frequency pulses demonstrated insignificant 
distortion during propagation that allowed detection of numerous reverberations 
of the probe pulses reflected at the ends of wires with changing of the phase to the 
opposite. The relative error of 0.75% of velocity measurement is the sum of the 
relative errors of time interval and distance measurements. The estimation of rela-
tive modulus error yields 2% as the sum of relative error of density and double rel-
ative error of the velocity. The suggested method of laser excitation and detection 
of ultrasound can be applied for on-line monitoring of manufacture of steel wires.
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Fig. 1. Experimental setup.

Fig.2. Signals measured in the wire with 1.6 mm 
diameter
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Liquid crystals (LCs) are characterized by a rich a variety of phase transitions between their different mesophases. In this respect, 
LCs are traditionally classified as thermotropics or lyotropics depending on whether the phase transitions are stimulated by, re-
spectively, a change in the temperature or in the concentration. Recently, there has been increasing interest in a new class of LC, 
named phototropics, in which phase transitions are induced using light. Phototropic LCs typically consist of photoactive molecules 
dispersed into a LC host. Among others, photoinduced phase transitions have been recently observed in mixtures comprising LCs 
and naphthopyran (NP) [1] guest molecules. In fact, upon UV irradiation the NP molecules undergo a conformational change from 
a closed form to an open form which results in a significant modification of the NP molecular shape being the open form more elon-
gated and planar than the closed form. While the bent shape of the equilibrium closed form does not conform with the “rod-like” 
shaped molecules of most conventional LCs, the similarity between the open form and the LC molecules can improve the order of 
the LC mesophase even to the point of inducing an isothermal phase transition to a more ordered mesophase.

Among others, calorimetric techniques are typically employed for the experimental characterizations of phase transitions. Howev-
er, such techniques have not yet been applied to study of light induced phase transitions in phototropic LCs mainly because of the 
difficulty of introducing the light beam onto the sample during the calorimetric evaluations. In this respect, thanks to the optical 
transparency of both the pyroelectric transducer and the respective ITO electrodes, the photopyroelectric (PPE) calorimetry [2] 
technique has been demonstrated a valuable tool thanks to the unique capability of measuring the thermal parameters of the sample 
even during its illumination by the light inducing the photoisomerization of the photoactive molecules.

In the present study, a PPE setup has been employed for the thermal parameters measurement in 4-(n-octyl)-4′-cyanobiphenyl 
(8CB) and in 4-n-pentylphenylthiol-4’-octyloxybenzoate (8S5) LC–NP mixtures before, during, and after the photo-activation of 

the dispersed NP photochromic molecules over a tem-
perature range including both the smectic A-Nematic 
and Nematic-Isotropic phase transition temperatures. 

As shown in Fig. 1, the evaluation of the temperature 
dependence of the specific heat enabled the determi-
nation of the photoinduced upward shift of the phase 
transition temperature values. In addition, the analysis 
of the specific heat profiles over the smectic A-Nemat-
ic transition temperature allowed to get some insights 
about the changes of the phase transition critical be-
haviour induced by the NP molecules photoisomeri-
zation.
Fig. 1. Specific heat temperature dependence for: (■) pure 
8CB; (○) 8CB-2% NP mixtures before UV irradiation; 
(▲)8CB-2% NP mixtures during UV irradiation. For a 
clearer presentation, two vertical lines have been inserted to 
put into evidence the Smectic A-Nematic (AN) and Nemat-
ic. Isotropic (NI) transition temperature in pure 8CB.
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The photothermal heterodyne imaging (PHI) has been as a far field optical superresolution imaging technique with application of 
gold nanoparticles (NPs), protein, DNA and cell structure. The simulations and experiments of gold NPs (~100 nm) by PHI are 
reported. A modulated pump laser beam (532 nm) is employed to heat gold NPs, and it induces a continuous thermal wave field in 
the medium of gold NPs. The thermal wave field furthermore results in a modulated scattering field of probe laser (638 nm) as PHI 
signal. The thermal wave field and scattering field were calculated through solving heat conduction model and Maxwell equations 
by finite element method (FEM). The effects of probe laser power, the pump laser power and modulated frequency on PHI signals 
were deeply analyzed by FEM simulation. The PHI experiments of gold nanoparticles were performed on a homemade PHI system. 
The results show a good agreement with simulation analysis and indicates that PHI method is available for gold NPs microscopic 
imaging. Simultaneously, PHI provides a powerful tool for gold NPs imaging compare to traditional optical imaging. The simulation 
far field scattering intensities of line polarized probe beam with changes of pump beam power are shown in Fig. 1. The CCD and 
PHI imaging of gold NPs are presented in Fig. 2.

Fig. 1. The far field scattering intensity, (a) Perpendicular to the polarization direction, (b) Parallel to the polarization direction

Fig. 2. The image of gold nanoparticles, (a) The CCD image and (b) The PHI image
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Intermetallic materials showing a large magnetocaloric effect and giant magnetoresistance are interesting due to their technological 
application as cryocoolers. In order to evaluate the potential of different candidates, a thorough understanding of their physical 
properties is needed. One of the most promising intermetallic families is the ternary RTX family (R=rare earths, T= 3d/4d/5d tran-
sition metals and X=p-block elements). In this work our attention is focused on RSc(Si,Ge) (R=Nd, Gd, Pr, Sm) samples, for which 
thermal diffusivity has been obtained (Fig. 1) by an ac photopyroelectric calorimeter in the standard back detection configuration.

All of the materials presented here show a second order magnetic phase transition; however, these transitions are found at different 
temperatures and while NdSc(Si,Ge), GdSc(Si,Ge), and SmSc(Si,Ge) families order ferromagnetically below their respective crit-
ical temperatures, PrSc(Si,Ge) family orders antiferromagnetically. Due to its high resolution and sensitivity, ac photopyroelectric 
calorimetry is a well-known technique in order to study the critical behavior of second order phase transitions. According to the 
renormalization group theory, the critical behavior of these transitions in the near vicinity of the critical temperature is characterized 
by a set of critical exponents (α, β, γ, δ) corresponding to different universality classes. The magnetic interaction range, as well as 
the ordering of the spins, have been studied for the RSc(Si,Ge) family by fitting the thermal diffusivity (or its inverse) (Fig. 2) to the 
expressions coming from critical behavior theory, from where α is extracted. The study has been completed with magnetic measure-
ments to obtain the rest of the parameters β, γ, δ.

It has been found that a change of the rare earth element modifies the universality class of the phase transitions in these materials: 
while the R=Gd family agrees with the 3D-Heisenberg class (isotropic distribution of spins), PrScSi and NdScGe are close to the 
man field model (implying long-range order interactions) and NdScSi belongs to the 3D-XY model (planar ordering of the spins).

Fig. 1. Thermal diffusivity as a function of temperature 
for GdSc(Si,Ge) family. The inset shows a zoom-in around
 the second order phase transitions.
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Piezoelectric photothermal spectroscopy (PPS) was used to characterize AlGaAs/GaAs heterostructures. PPS has been found to be 
very attractive method for monitoring of nonradiative states generated by optical absorption in semiconductors. In PPS, the stress 
and strain of a sample due to the absorption of electromagnetic radiation are detected by a piezoelectric transducer. The new pro-
cedure of measurements is applied. It involves the detection of the PPS signal in front and rear configurations and measurements 
with illumination of different surfaces of the samples. These configurations are associated with the geometry of sample and detector 
position. At rear mode, the sample is irradiated from one side and the detector is located on the other (non illuminated), at front mode 
detector is located at the illuminated surface. Four pairs of amplitude and phase spectra are obtained for each sample. 

Fig. 1 Amplitude spectra of AlGaAs/GaAs for the illumination of the side of AlGaAs (left) and GaAs (right)

Due the theoretical models the waveform is different for each of configuration. The two layer model proposed by Fernelius [1] and 
interference model of Malinski [2] were chosen to analyze the phase and amplitude of PPS spectra. For each type of configuration, 
the theoretical models were fitted to experimental data in order to obtain the thermal and optical parameters of investigated material. 
The PPS method turned out to be especially useful for determination of the values of the energy gaps of thin layers on the substrate 
and the spectrum of surface states of such a structure.
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Quality control of the performance of mechanical components subjected to hardness processing is a topic of fundamental importance 
in the field of automotive. The lack of hardening may cause failures with serious repercussions. The industry and the companies 
responsible for the hardening processes as well as for the quality control of the mechanical components are continuously seeking for 
improvements in the standard destructive tests performed by Vicker or Brinell durometers.

In this paper a new methodology based on photothermal radiometry (PTR) is introduced for NDT of steel mechanical components 
for vehicles [1-4]. Such a methodology is useful for a fast nondestructive and noninvasive inspection of the hardness depth profiles, 
of the effective hardening depth, of possible lack of hardening. We describe here a PTR compact system, fully automatized with 
robotic arms to measure the hardness depth profile of S53CG steel samples.

For the calibration of the system we have applied photothermal deflection technique to measure the thermal diffusivity of the 
S53CG steel, so to determine the hardness/thermal diffusivity anticorrelation curve. A thermal diffusivity changes from 13 x 10-6 m2/s 
(unhardened) to 9 x 10-6 m2/s (at 300 HV) has been found. Experimental results show accurate hardness profile reconstructions in 
comparison with the hardness measurements by standard Vicker test.
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The effect of radiation forces at the interface between dielectric materials has been a long-standing debate for over a century. Yet 
there has been so far only limited experimental verification in complete accordance with the concurrent electrodynamic theories. 
Here we present measurements of the surface deformation at the air-liquid interface induced by a continuous and pulsed laser exci-
tation and at the air-solid interface by a pulsed laser excitation. The experimental measurements are compared to the rigorous theory 
of radiation forces [1-3] and the results are quantitatively described by the numerical calculations of radiation forces.

The effects of radiation pressure exerted on a dielectric surface parallel to the propagation of the incident electromagnetic radiation 
can be interpreted as the transfer of momentum from the photons at the surface. Radiation pressure effects were predicted by Max-
well in 1871 and experimentally observed by Lebedev in 1900. In 1905, Poynting presented a detailed geometrical calculation of the 
force by radiation pressure of light incident from free space on a transparent and non-dispersive dielectric medium, which predicted 
an outward force normal to the surface of the dielectric, opposite to the direction of propagation of the incident electromagnetic 
field. Conflicting theories for the energy-momentum tensor were proposed by Minkowski in 1908 and Abraham in 1909 to explain 
this effect. These have subsequently been extensively debated in the literature over the past century. The most-used electrodynamic 
theories are the Abraham, Minkowski, Einstein-Laub, Chu, and Amperian formulations [2,4]. These theories can be used in conjunc-
tion with the elastodynamic theory to simulate the shape, amplitude, and speed of momentum-driven elastic waves using the elastic 
properties of the medium and the properties of the incident light. The absolute surface displacement measurements and the simulated 
displacements, based on first principles, would provide a highly rigorous method to correlate the elastic waves in an illuminated 
object to the electromagnetic momentum delivered by the incident light.

The measurements of the surface deformation at the air-liquid interface are performed using the photomechanical mirror technique 
[1,2]. In this method, the probe laser is reflected off the water surface and the cylindrically symmetric surface deformation generated 
by the laser excitation causes focusing or defocusing of the central portion of the probe laser beam. A convex deformation is similar 
to a convex mirror in turn causing the intensity of the probe laser to decrease in the far field while a concave deformation focuses 
the probe and thereby increases the power that passes through the pinhole placed in front of the detector (Fig. 1a). In the continuous 
irradiation experiment, the calculated surface distortion is always convex and the corresponding signal shows a decrease in the probe 
power past the pinhole at all times. As illustrated in Fig. 1b, during pulsed irradiation, the surface first produces a convex column. 
The column subsequently collapses after irradiation causing a concave surface perturbation. This behavior corresponds to the probe 
laser power initially decreasing then increasing past the pinhole. The numerical calculations are in excellent agreement with our 
experimental results, in a test that is significantly more discerning than the earlier experiments by Ashkin and Dziedzic [5]. This 
demonstrates that this light-matter system is well modeled by our present understanding of radiation forces that lead to the momen-
tum transfer. The Helmholtz force density is used to describe the imparted pressure on the surface of the liquid.

At the air-solid interface, momentum transfer from the electromagnetic field to matter launches elastic waves within the solid 
[2,6,7]. This transfer is caused by a string of electrodynamic and elastodynamic phenomena, collectively bound by momentum and 
energy continuity. The details of this conversion, as predicted by different theories, have yet to be validated by experiments, as it is 
difficult to distinguish transients driven by different light-induced mechanisms [1-7]. The experiments were performed in a dielectric 
mirror illuminated by short laser pulses from air, generating transient elastic waves. These waves were detected by a piezoelectric 
sensor as transient ripples on the top (Fig. 2a) and bottom surfaces of the mirror. Ab initio modelling of the momentum deposi-
tion and material deformation is used to describe the creation and propagation of multicomponent elastic waves within the mirror  
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(Fig. 2b). The numerical predictions were found to be in complete agreement with the measurements of surface displacements. The 
results offer compelling evidence that the momentum of light, transferred by radiation pressure, is responsible for the generation of 
the elastic transients.

Fig. 1. (a) Schematic diagram of the apparatuses for the time-resolved photomechanical mirror used for pulsed excitation. A Q-switched pulsed 
Nd:YAG with second harmonic TEM00 laser beam with a pulse width of 15 ns was used to excite the sample. A continuous TEM00 He-Ne laser, 
almost collinear to the excitation beam, was used to probe the deformation of the sample surface. The intensity variation of the probe beam center 
after reflection was detected by a pinhole-laser line filter-photomultiplier assembly in the far field. (b) The numerical simulation of the time evo-
lution of the water surface deformation under pulsed excitation. A sharp peak appears a few ms after irradiation and is subsequently dispersed on 
the surface. The probe beam senses the entire region affected by the excitation laser. The complex reflection pattern of the probe beam just out of 
the sample propagates to the detector plane. The intensity variation measured at the center of the probe beam in the far field consists of complex 
contributions originating from all the surface waves created on the water.

Fig. 2. (a) Perspective view of the experimental setup used for the detection of elastic waves driven by the momentum of light with the sensor de-
ployed on the highly reflective impact surface. The laser pulse from the Nd:YAG laser impinges on the highly reflective surface of the cylindrical 
sample to which the sensor head is coupled. The radiation pressure launches elastic waves that propagate from the source and carry the momentum 
and energy transferred from the laser pulse. (b) Simulated propagation of radiation-pressure-driven elastic waves within the mirror. The frames re-
veal the temporal evolution of the normal component of particle velocity field, which is directly proportional to the normal component of momen-
tum density. The elastodynamic picture describes how z-momentum is localized in various wave-types, each propagating with a different velocity.

This work presents experimental methods to quantitatively measure the momentum coupling between the electromagnetic field 
and matter [1-3]. These methods can be applied to characterize materials, to further advance optical manipulation technology of 
deformable matter, and to provide the means to empirically validate differing electrodynamic formalisms, commonly known as the 
Abraham–Minkowski controversy.
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The aim of this work is to size accurately the width of infinite vertical cracks on samples that are moving at constant velocity, as it 
is the case of in-line production or in-line quality control processes in factories, where cracks must be detected in real time, without 
stopping the production chain. First, we have found an analytical expression for the surface temperature of a sample containing an 
infinite vertical crack when it is moving at constant speed and its surface is illuminated by a focused CW-laser spot, which remains 
at rest. The signature of the crack is a temperature discontinuity at the crack position. We analyze the dependence of this temperature 
jump on the experimental parameters: laser speed, laser radius, crack width and sample thermal properties. We propose a method 
to size the width of vertical cracks by fitting the temperature profile along the line that contains the center of the laser spot and is 
perpendicular to the crack to the analytical model.

To verify the ability of this method to size infinite vertical cracks we have prepared AISI-304 stainless steel samples with calibrated 
vertical cracks by putting in contact two parallelepiped steel blocks. In order to calibrate the air gap between the two blocks we place 
nickel tapes of equal thickness between them (10, 5 and 2.5 mm) and keep the blocks under pressure. In this way, the width of the air 
gap is approximately equal to the thickness of the tapes. On the other hand, the surface of the blocks facing the IR camera is covered by 
a thin graphite layer (≈ 3 mm thick) to enhance both the absorption to the laser and the emissivity at infrared wavelengths.

We start measuring the case of two AISI-304 blocks put directly in contact without any nickel tape in between. Although the surfac-
es in contact are polished, the width of that crack is not zero due to the remaining slight roughness. In fact we measured the width 
using a lock-in thermography setup and we found Lref = 0.56 mm. Figure 1 shows a sequence of thermograms corresponding to this 
sample when it is moving to the left. The white arrow indicates the position of the crack. Note that even for such a narrow fissure 
the temperature discontinuity is clearly marked.

In order to size the crack width we take the temperature profile along the horizontal line across the center of the laser spot and per-
pendicular to the crack. Figure 2 shows those profiles for two crack widths (0.56 and 2.72 mm) and for two sample speeds (3.56 and 
7.53 mm/s). Dots are the experimental data and the continuous lines the fits to the model. The values in red in Fig. 2 correspond to 
the retrieved crack widths. As can be observed the values are consistent and in good agreement with the lock-in thermography values 
that used as a reference, within the experimental uncertainty, indicating the reliability of the method. The fitting of each profile is 
performed in less than one minute in a laptop.

It is worth mentioning that this method can be directly applied, just by performing a Galilean transformation of coordinates, when the 
sample remains at rest and its surface is scanned by a laser spot moving at constant speed, i.e. the so-called Flying Spot Thermography.

Fig. 1. Sequence of thermograms corresponding to a crack with Lref = 0.56 mm in AISI-304. The laser is at rest while the sample is moving to the 
left at v = 3.56 mm/s. The arrow indicates the position of the crack.

Fig. 2. Temperature profiles corresponding to two cracks 0.56 mm and 2.72 mm wide, before reaching the laser. For each crack two sample speeds 
are used. Dots are the experimental data and the continuous lines the fit to the model. The retrieved crack width is indicated in red.
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The detection and characterization of surface breaking cracks is a key aspect concerning the inspection of industrial parts. Optically 
excited lock-in thermography is a promising tool to detect cracks in a non-contact manner. When a modulated laser beam impinges 
on the sample surface close to a crack, the surface temperature shows a clear discontinuity at the crack position. The characterization 
of the crack in terms of its width, dimension and inclination requires solving the heat diffusion equation in order to find the pertur-
bation of the surface temperature produced by the fissure. Unfortunately, only in the case of infinite and vertical cracks an analytical 
solution of the surface temperature can be found [1].

In this work, we address the challenge of determining the width and angle of slanted cracks from lock-in thermography data. With 
this objective, we have developed finite element methods (FEM) to describe the heat diffusion from a modulated source over a 
cracked sample. Usually, conventional space conformal discretization methods (Fig. 1a) have been deployed on the modeling of 
equivalent heat transfer phenomena, producing a continuous solution for the temperature distribution. This strategy turns out to be 
very complex when thin cracks are to be modeled, since high spatial node density grids are required in order to accurately reproduce 
the heat transfer perturbation derived from the crack. As a consequence, a highly inefficient computation is found. 

Fig. 1. (a) Surface representation of continuous FEM spatial discretization. The blue circle represents the laser spot and the region between the two 
blue straight lines the crack. (b) Surface representation of Discontinuous Galerkin FEM spatial discretization. The crack is a conformally meshed 
single interface.

To overcome this problem, a new numerical method has been developed in this work, based on a Discontinuous Galerkin FEM 
approach [2]. This allows a weak formulation of the heat transport phenomena, enabling a non-continuous thermal distribution over 
the crack, which is modeled as a single interface characterized by a thermal resistance (Rth) value (see Fig. 1b).

Figure 2a shows the cross-section of an opaque sample containing a slanted crack, making an angle a with respect to the surface. 
A modulated laser beam impinges on the sample surface at a given distance with respect to the crack position. To experimentally 
validate the proposed numerical approach, several stainless-steel samples with calibrated artificial slanted cracks have been prepared 
by means of two AISI 304 steel blocks separated by thin metallic tapes. This design strategy guarantees the controlled width of the 
emulated crack. Figure 2b shows the experimental profiles of the natural logarithm of the temperature amplitude along the y-axis, 
perpendicular to the crack, through the center of the laser spot, on three samples with the same nominal crack width (L = 5 μm) and 
different angles: α = 30º, 45º and 60º. Measurements were at ʄ= 1.5 Hz. The continuous line is the fit to the model assuming knowl-
edge of the angle. The retrieved crack widths (given on the figure) are in excellent agreement with the nominal value and confirm 
the validity of the numerical model based on Discontinuous Galerkin FEM.

We are now developing a method to retrieve both width and angle simultaneously.
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Fig. 2. (a) Cross-section of the slanted crack illuminated by a modulated laser beam. (b) Temperature profile along the y-axis for three calibrated 
slanted cracks of nominal width L = 5 mm in AISI-304 stainless steel (modulation frequency 1.5 Hz). Dots are the experimental data and the con-
tinuous line is the fit to the numerical model.
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Lock-in thermography (LIT) is a non-destructive testing technique which offers key advantages of enhanced signal-to-noise ratio 
and depth profilometry comparted to the conventional passive thermography approach. Applications of LIT covers a broad spectrum, 
spanning from interrogation of industrial samples (e.g., nondestructive evaluation of materials[1]) to early diagnosis of diseases in 
hard and soft tissues (e.g., early detection of dental caries [2]or cutaneous melanoma[3] ). However, despite these promising range of 
applications, commercialization and wide-spread adaption of LIT has long been impeded by the cost (usually $10k-$100k) and size 
of infrared cameras. In this paper, we demonstrate that this cost and size limitation can be overcome using cell-phone attachment 
infrared cameras. While the cost (~$250) and size of such cameras are significantly less than the research-grade infrared cameras, 
our most recent research results [4]indicate that acceptable performance can be achieved through implementation of better and 
more optimized instrumentation and signal processing; thus, paving the way for commercialization of TPI technology as end-user 
affordable and portable products. To demonstrate efficacy of developed system, we have carried out experiments on dental samples 
for early detection of caries as well as on lateral flow immunoassays (LFIAs) for detection of Cannabis consumption from oral fluid.

Materials and Methods

Experimental setup includes a conventional LIT illumination sub-system in which intensity-mod-
ulated near infrared light (808 nm; Jenoptik, Jena, Germany) is collimated and intensity-homoge-
nized before illuminating the sample. Detection sub system includes a low-cost cellphone attach-
ment infrared camera (Seek thermal compact; Android) in conjunction with a 1” Zinc selenide 
objective lens offering 209x156 pixel2 images. While the nominal frame rate of camera through 
its standard applet is less than 9fps, we have deciphered the communication protocol and frame 
information structure of the camera and managed to utilize USB 2.0 documentation and Micro-
soft Windows native application programming interfaces (APIs such as WinUSB and SetupAPI) 
in order to set up packets of information and send them to the cameras default endpoint address 
and, subsequently, acquire frame data from camera through a corresponding pipe. As such, the 
developed platform has not only the ability to control camera attributes (e.g., calibrate camera, ac-
quire frame, etc) through a simple USB interface but also can achieve a stable high frame rate of 

33fps through a circular buffer hierarchy and multi-threading. To demonstrate performance of developed low-cost and portable system, 
two series LIT experiments were conducted: (i) in response to the recent legalizations of marijuana in North America, we interrogated 
the photothermal responses of commercially available oral fluid LFIAs with the developed system. The interrogated LFIAs were spiked 
with different concentrations of THC (Δ9-tetrahydrocannabinol; the psychoactive substance of cannabis) while LFIAs spiked with pure 
saliva were used as control. (ii) To demonstrate ability of the system in early detection of dental caries, artificially induced caries were 
created on healthy enamel surfaces and imaged with the low cost and portable system.

Results

Figs. 2(a) and 2(b) depict LIT amplitude images from LFIAs spiked with THC concentrations of 25 and 5 ng/ml, respectively, and 
corresponding pure saliva controls. The study reproducibility of results 3 LFIAs were studied at each concentration. The bar plots of 
Fig. 2(c) demonstrate that, despite the variability in manufacturing of LFIAs, the developed low-cost system can reliably detection 
THC concentrations as low as 5 ng/ml in oral fluid. The results obtained from early dental caries sample (Fig. 3) also clearly demon-
strates the promise of the developed low-cost and portable system in detection early stages of tooth demineralization, otherwise 
hidden to human eye and x-ray.

Fig. 2. Image of LFA with 25 ng/ml (a), and 5 ng/ml (b), it can be seen that as the concentration increases, the test line becomes dimmer. (c) Bar 
plot of 3 LFAs with 5 and 25 ng/ml concentrations. It is obvious that as the concentration increases, the amplitude of test line decreases.

Fig 1. Developed low cost LIT system
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Fig. 3. Dental sample (a), amplitude image of demineralized area in enamel (b) Based on the Lock-in thermography theory; there is inverse rela-
tionship between the intensity of reflection and density of sample.
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Laser arrays scanning thermography (LAsST) as a nondestructive testing and evaluation (NDT&E) tool, is presented to detect the 
subsurface delamination or abnormally of carbon fiber reinforced polymer (CFRP) laminate composite. A series of woven CFRP 
specimens with artificial bottom flat holes (BFHs) were inspected by laser arrays scanning thermography (LAsST). The thermal 
behavior of CFRP laminate with laser arrays scanning as local moving heat source was simulated and analyzed by finite element 
method (FEM), and the thermal response signal was reconstructed and in turn appeared as the analogous thermal responsible char-
acteristic of pulsed thermography (PT). The thermal response signal was processed by using of Fourier transform (FT), Principal 
component analysis (PCA), cross-correlation, and partial linear square regression (PLSR). The experiments were performed on 
CFRP specimens, and the signal noise ratios (SNRs) of defects were calculated and employed to evaluate the defect detectability 
of different post processing algorithms. An optical flow approach was proposed to eliminate the effects of lateral thermal diffusion 
and to improve the identification of defect during LAsST inspection. The results indicate that FFT phase and PLSR based image 
show higher SNRs, and optical flow approach powerfully enhanced the SNRs and reduced the lateral thermal diffusion interruption.

The reconstructed thermal response signal is presented in Fig. 1, the SNRs comparisons are shown in Fig. 2, and the thermal char-
acteristic images are illustrated in Fig. 3, respectively.

Fig. 1. The reconstructed thermal response signal, (a) defect diameter of 2.0 mm, (b) defect diameter of 5.0 mm, and (c) defect diameter of 9.0 mm

Fig. 2. The SNRs comparisons, (a) defective and healthy region (defect diameter of 2.0mm), (b) SNRs, and (c) optical flow enhanced SNRs.
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Fig. 3. (a),(b) thermal characteristic images and optical flow enhanced (defect diameter of 3.0 mm/depth of 0.5 mm, 0.8 mm, and 1.0 mm), and (c), 
(d) thermal characteristic images and optical flow enhanced (defect diameter of 3.0 mm/depth of 1.2 mm, 1.4 mm, and 1.6 mm).
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In the investigation of cultural heritage artworks, most of the valuable information is often not accessible by means of ordinary tech-
niques. To this aim, over the recent years, non-destructive techniques for the inspection of artworks have been developed. Among 
others, infrared thermography (IRT) is nowadays established as a very effective tool and it has been extensively applied to the 
investigation of many kinds of cultural heritage items [1,2]. Although several of these studies have been carried out in a qualitative 
way by simple image analysis, recently a number of artefacts has been investigated also quantitatively by means of the IRT. That is 
the case of the ancient bronzes and historical books whose analysis is the subject of this work. Their study, due to the very different 
opto-thermal properties of the respective materials, required different thermographic approaches, both in terms of experimental 
configuration and of signal modeling.

In the case of the bronzes, the stratigraphic study of the assembled structures could be performed by analyzing the thermal properties 
of the constituent copper alloys and of the interface between the various layered elements. In particular, the analysis of the interface 
thermal conductance, has allowed the characterization of the manufacturing process of ancient bronzes which, in the past, were 
largely produced by means of the lost wax method. According to this method, after the main casting process, several kind workings 
like the repairing of casting faults and the surface finishing, were undertaken in order to obtain the final appearance of the statue. 
These workings often required the insertion of different kind of plugs and fillings producing specific inhomogeneities in the structure 
of the bronze. Such features can be identified and characterize by IRT thus providing important information on the modus operandi 
typical of the artist.

Fig.1, for example, concerns a result obtained on the bronze “Boxer at rest”, a masterpiece of the Greek statuary preserved at the Ro-
man National Museum of Rome [3]. The thermogram refers to a nipple which presented a different color with respect to the bronze 
statue while the graph shows the time dependence of the pulsed IRT signal recorded over the red dot. The experimental data have 
been compared with the curve obtained by a numerical analysis, based on Finite Element Method, which led to the determination of 
the thermal diffusivity of the materials constituting the double layer element (nipple-underlying bronze), the thermal conductance 
of the interface between the layers and the thickness of the nipple structure. The obtained experimental results were consistent with 
the theoretical results where the nipple is composed by copper about 5.5mm thick in the measured point, where bronze consisted of 
a copper-tin alloy characterized by a thermal diffusivity ten time lower than the one of the pure copper, and with a significant value 
of the interface thermal conductance, G. Such a large G value is typical of a situation where the contact between the two layers is 
non-ideal like that of a mechanical insertion of the nipple into the body of the statue.

Fig. 1. Time dependence the thermographic signal and thermogram obtained over the nipple of the Boxer at Rest.
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As for the library material, the IRT has been successfully applied for the detection of subsurface graphical features, such as texts buried 
inside the bookbinding structure of ancient books [4] or drawings laying beneath painted decorations of ancient manuscripts [5]

.
Fig. 2. Drawing covered by paper and pigment layers of different thickness. The curves describes the behavior of the IRT signal in correspondence 
of graphic element burier at different depth.

In this kind of investigations, the thermographic contrast is likely to be associated mostly with local differences in both the visible 
light absorption and infrared emission properties of the drawings with respect to the surrounding material. Even in this case, a specif-
ic theoretical model for the description of the thermographic signal generated in a semitransparent medium was developed, leading 
to quantitative evaluations concerning the detected features buried beneath paper and pigment layers [6].

Fig. 2 concerns the case of a drawing covered by paper leaves and pigment layers of different thicknesses. The thermogram, obtained 
by the pulse IRT, shows that, at 20 ms after the light heating pulse, the graphic features buried at different depths beneath paper and 
pigments appear with a different contrast. The time dependence of the IRT signal, recorded in the areas covered by paper layers of 
different depths is also shown in Fig. 2. The analysis of such profiles performed thanks to the above mentioned model, provided 
information on the optical and thermal parameters of the paper.
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Lock-in thermography (LIT) imaging characterization for solid materials of non-flat structures is presented. Particularly, we estab-
lished a theoretical photothermal model and its experimental validation for an infinitely long solid with an inner corner of arbitrary 
opening angle, with the solid being irradiated photothermally by a modulated laser beam of arbitrary spatial intensity distribution 
directed to the corner. The thermal-wave field distribution on the flat surfaces of the solid centered at the corner was obtained using 
the Green function method. Experimental results based on quantitative LIT imaging were obtained and used to validate the theoreti-
cal model in which the thermal diffusivity of a stainless steel sample with an inner corner was measured and the thermal-wave field 
spatial distribution in the neighborhood of the inner corner was explored (Fig. 1).

FIG. 1. LIT amplitude [(a), (c)] and phase [(b), (d)] images of the inner corner at 0.6 Hz, 1.2 Hz. Experimental results and the corresponding 
generalized theoretical model fits for the AISI 304 steel sample at (e): 0.6 Hz, and (f): 1.2 Hz. Data of amplitude and phase at the pixel row # 80 
were used.
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The thermal-wave theory-based LIT imaging technique provides a fast quantitative tool for thermal property measurements and/ or 
non-destructive evaluation of non-flat structures in industrial applications. It also generates valuable physical insights into the spatial 
distribution of the thermal-wave field in the neighborhood of geometric discontinuities such as inner corners in solids.
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In this work, the quantitative evaluation of porosity in carbon fiber reinforced plastics (CFRP) with pulsed thermography data is 
shown by applying the Virtual Wave Concept (VWC) [1]. Therefore, a virtual temperature signal Tvirt is calculated by applying a 
local transformation at the point r to the measured surface temperature data T. This transformation is a linear inverse problem and 
can be formulated as a Fredholm integral of the first kind 

where the right-hand side T and the kernel K are in principal known functions, while Tvirt  is the unknown solution. The aim is to find 
the virtual wave field Tvirt  from the measured temperature field T and the corresponding model K. The kernel K allows a transforma-
tion between the heat conduction equation and the wave equation

where α is the thermal diffusivity and c the virtual speed of sound. It can be discretized to produce a matrix equation

where T and Tvirt are the vectors of the measured temperature signal and the virtual wave signal. Since the problem is severely ill-posed, 
the alternating direction method of multipliers (ADMM) [2] is used as regularization technique. Prior information, such as positivity 
and sparsity of the virtual wave field, is included in the ADMM procedure to improve the reconstruction quality (Fig. 1(a)).

The propagation of the virtual temperature can be described by the wave equation, whereby for parameter estimation well-estab-
lished ultrasonic methods can be used, e.g. pulse-echo method for time-of-flight measurements [3]. In Fig. 1(b) the A-Scan repre-
sentation of the analytical virtual wave and the regularized solution with the classical truncated singular value decomposition (SVD) 
and ADMM is shown. The time-of-flight determined from the back-wall echo of the virtual temperature signal is directly related 
to the thermal diffusion time tD = L2 / α. Therefore, if the specimen thickness L is known the effective thermal diffusivity can be 
calculated and vice versa.

Fig. 1: Comparison between measured and regularized transmission mode temperature signal (a), virtual A-Scan comparison between ideal virtual 
wave and different regularization techniques (b)

The measurement of the thermal diffusion time with the VWC allows a thickness estimation of a CFRP step wedge sample as well 
as a porosity estimation of different CFRP test coupons. The measurement uncertainty of the VWC method was determined from 
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the measurement data of the step wedge. Furthermore, effective medium theories are used to derive the porosity from the estimated 
thermal diffusivity on a range of different calibrated CFRP specimens. All thermography results are validated with X-ray computed 
tomography. The main advantage of the VWC is the possibility to use the same data algorithm for pulsed thermography measure-
ments in reflection as well as in transmission configuration for parameter estimation.
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Conventional thermal imaging provides temperature spatial maps based on the intensity of infrared radiation emitted by the sample 
and detected by a microbolometer-based thermal camera under the assumption of grey body radiance. The typically low numerical 
aperture of collecting Germanium lenses sets a diffraction-limited spatial resolution of ~ 0.1-0.5 mm. However, the nominal limit is 
effectively worsened to ~ 1 mm by the thermal wave diffusion in the sample, so that high sensitivity (~ 0.1°C) temperature mapping 
with tens-of-microns resolution across extended (mm-/cm- sized) fields of view is not routinely achieved.

We describe and validate here a photo-thermal super-resolution image acquisition approach based on a time modulated and spatially 
sparse laser-light scanning of the sample, and on the automated a posteriori localization of the resulting laser-induced temperature 
variations. By the non-linear surface fit of the isolated temperature peaks in the acquired thermal camera frames, light-absorbing 
and heat-releasing centers get localized and rendered in the final super-resolution image. While best-fit amplitudes color-code for 
local temperature values, peak coordinates provide morphological information on the absorbing sample. Provided the uncertainty 
in the peaks localization can be reduced by increasing the signal-to-noise ratio of the acquired thermal camera frames, the spatial 
resolution of the rendered image is ultimately determined by the excitation laser spot size, which can be tuned at will down to the  
~ μm range by adjustment of the optical path.

Photo-activated super-resolution thermal imaging is demonstrated at first with proof-of-principle experiments on synthetic ink sam-
ples (Fig.1). Comparison of our results with conventional transmitted-light images of the same samples confirms accurate imaging 
capability and quantifies the 60-μm attainable resolution on the adopted setup configuration. This proves resolution enhancements of 
a factor of ~ 6 and ~ 20 with respect to the diffraction-limited prediction and the effective (1200±180)-μm resolution of our thermal 
camera in conventional operation. We further demonstrate the applicability of the proposed approach to complex biological samples, 
and image explanted murine skin biopsies treated with Prussian blue 30-nm nanocubes. With photo-activated temperature increases 
as low as 0.1-2 °C, we provide temperature-based super-resolution maps of the distribution of the absorbing nanostructures inside 
the tissue across mm-sized areas. This is a necessary step to develop effective in-vivo imaging tools based on the localization of 
photo-thermal nanoparticle tracers and for the subsequent nanoparticle-mediated photo-thermal therapy of the tissue in pathological 
conditions. We envision therefore potential applications and future impact of photo-activated super-resolved thermal imaging in 
both the biotechnological and nano-medical fields.

Fig. 1. Representative application of super-resolution thermal imaging. (a) Transmitted-light image of a synthetic ink sample employed for ex-
emplary proof-of-concept demonstration of super-resolution thermography. Ink stripes are 90-mm thick at 200-mm distance. (b) Conventional 
thermal image of the sample in (a); note the 490-mm pixel size on the sample plane entirely contains the width of the ink-stripes pair. (c) Super-res-
olution image of the sample in (a) recovered by localization of sparse laser-induced temperature variations (laser excitation wavelength, 633 nm 
for both (b) and (c)).
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Aircraft components are carefully designed to maximize load-bearing capability and reduce mass. These demands can be met using 
adhesively bonded stiffeners in highly loaded zones. To satisfy safety requirements, the bonds must be inspected for various possible 
failure modes [1]. For typical aircraft components, two to four 0.5-4 mm thick plates are joined together. Multiple ultrasonic (US) 
wave reflections and mode-conversions at subsequent metal-epoxy layers make pulse-echo signal interpretation extremely difficult. 
Therefore, through-transmission measurements are standard practice, even though they cannot provide in-depth resolution.

Recently, laser ultrasound (LU) has overcome many limitations of conventional US testing, providing broadband signals with res-
olution much better than contact US probes [2–4]. For metals, however, LU is rather limited because photoacoustic generation of 
longitudinal waves in the normal direction is inefficient without surface ablation. Therefore, other wave modes must be used for 
metallic plate inspection.

In this work, LU-based damage detection in adhesively bonded aluminum plates is presented. Photoacoustically-generated shear 
waves propagate at an oblique angle into the inspected structure. If a discontinuity lies along their propagation path, a reflected 
wave travels to the surface where it can be detected. To optimize the source-receiver distance for maximal sensitivity, a two-dimen-
sional, finite-difference simulation of a two-layered metal plate structure with plate characteristics equivalent to those of aluminum  
(ρ=2700 kg/m3, E=68.9 MPa, ν=0.33) was developed [5]. 

Fig. 1. Comparison of signals acquired over damaged and undamaged area. Normalized raw waveforms (a) result of inverse filtration (b); C-scan 
image using deconvolved signal amplitude expressed in dB for t = 0.24 µs (c).

The inspected sample contained 3 aluminum plates (1, 1.5, and 3.5 mm thick) bonded using epoxy film. A 15x15 mm Teflon insert 
was placed between the first and second layers. The sample was fixed to a mechanical scanner and inspected over the defect area 
with 0.02 mm lateral resolution.

Experiments were performed using a LU scanner with fiber-optic Sagnac interferometer on receive (see Ref [3] for details). The ex-
citation laser beam was focused using a cylindrical lens to form a thin line on the sample surface. Based on the numerical simulation, 
the source-receiver distance was set to 2 mm.

An example of A-scans acquired over bonded versus disbonded areas is presented in Fig.1a. They were normalized to the peak 
amplitude. These signals are very similar since not all modes were sensitive to the defect. Indeed, the largest peak at t = 0.72 µs 
corresponds to the surface wave, which is expected to remain undisturbed over the inspected area. For time-of-flight equal to approx. 
0.95 µs, the signal acquired over the defect has a significantly larger amplitude.

To focus on differences related to the defect, signals were inverse filtered (i.e., deconvolved). First, a reference was obtained by aver-
aging over the undamaged area. Next, spectra from each scan position were divided by the reference spectrum and multiplied by the 
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frequency response of a Gaussian-window low-pass filter to prevent noise amplification above 10 MHz. The resultant was inverse 
Fourier transformed to produce deconvolved signals, such as those in Fig. 1b. Near time t=0, all signals contain a large impulse, 
as expected. For signals in the damage zone, however, more significant differences can be seen for larger delays, peaking at 0.23 
µs. This value corresponds to the difference between the time of flight of surface and shear waves. Finally, the deconvolved signal 
amplitude at time-of-flight equal to 0.23 µs was imaged in the form of a C-scan (Fig.1c). Clearly, the Teflon insert was successfully 
detected and imaged.

We demonstrated that damage in adhesively bonded aluminum plates can be detected using photoacoustically excited oblique shear 
waves. Because the layer geometry is usually known, the optical detection beam can be precisely positioned to receive reflected 
shear waves with maximum efficiency. We believe that this method can also be used in bonding control when porosity presents in 
the adhesive or it is not fully cured. The proposed method is non-contact and, thus, has high potential for translation into the field.
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Basics of CLUE

Contact Laser-Ultrasonic Evaluation is a branch of non-destructive ultrasonic testing exploring laser excitation of a probe ultrasonic 
pulse and wideband piezodetection of reflected, transmitted or scattered pulse with high temporal resolution [1-2]. 

Fig. 1. The schematics of basic CLUE system (a) and its picture (b).

Typical duration of the probe pulse is ~70 ns. It has sharp and well repetitive shape. This makes it possible to measure the delay 
time between the ultrasonic pulses with the accuracy of ~1 ns. This corresponds ~3mm path difference in metal. The prolongation of 
probe ultrasonic pulse in metal is ~0.4 mm. This provides high in-depth resolution of testing and thin “dead zone” ~0.2 mm. Probe 
ultrasonic beam has smooth phase front and no side lobs. Small diameter of ultrasonic beam ~3 mm provides enhanced sensitivity 
of defect detection. The laser-ultrasonic transducer can be mounted on the robotic stage and CLUE can be produced in automated 
manner [1]. In this case capabilities of CLUE can be realized with the best success.

Experimental cases

High accuracy of time-of-flight measurement makes it possible to measure the ultrasonic wave velocity with high precision. This 
makes relevant measurement of stress in metal by acousto-elastic effect. Commonly the dependence of ultrasonic wave variation 
vs stress is linear up to the limit of plasticity. Coefficients of regression should to be measured experimentally. The variation of ul-
trasonic wave velocity is of the order of 1% at the limit of plasticity. So, the precise measurement of the velocity at relatively short 
path is needed.

Fig. 2. The distribution of relative variation of the velocity of the wave, propagated along the axis of stainless steel tube at successive exposure to 
turbulent inner hot water flow (a) – 20 hours, (b) – 50 hours, (c) – 150 hours.
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The transformation of stress in a stainless steel ANSI321 pipe (60 mm in diameter, 5 mm wall thickness) with the exposure to tur-
bulent flow of hot (690K, 26 MPa) water is presented in Fig.2. The injection of stream of cold water produces inhomogeneous heat 
flow through the tube wall and corresponding thermal stress. Color palette of the velocity variations are depicted in Fig.2c.

CLUE can be effectively used for non-uniform stress distribution investigation at a value greater 3 MPa and up to plasticity for steel 
[1-3].

Short duration of probe ultrasonic pulse makes CLUE effective for the investigation of composites as well. The 3-D pattern of CFRC 
texture get with CLUE in automated scanning is presented in Fig.3.

Fig. 3. The image of stiffener part texture obtained with CLUE.

The interface of automated CLUE system contains one panel of C-scan, two panels of B-scans and single panel of A-scan (Fig.3) 
[3]. Red cursors show the coordinates at which corresponding scans are presented. If the ultrasonic pulse propagates from softer to 
harder medium, the reflection at their interface takes place in phase and its image is a bright light. In an opposite case the reflection 
takes place out of phase and image of interface is gray line. In-depth resolution of CLUE (~0.05 mm) enables investigation the 
texture layer by layer – bright lines are the image of fibers, gray lines – of adhesive.

In Fig. 3 periodic structure of composite panel is evident; the structure of stiffener is seen too. C-scan shows the structure of the gap 
between the fiber plies. The delamination with the size of 10 mm are discriminates in any position of the part (even at curved zones). 
So, the presented technology seems to be very useful for the investigation of real texture of composite.
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Output optical power of continuous wave single-mode fiber lasers achieved a 10 kW level. Some part of optical power inevitably 
converts into heat due to the energy difference between pump and generated photons leading to considerable heating of the active 
medium. High temperatures lead to deterioration of laser radiation properties and eventually to the thermal degradation of active 
fibers. Typical optical fiber consists of quartz silica waveguide coated with different silicone polymer layers. Due to low thermal 
stability of polymers degradation of polymer coatings is one of the main limiting factors of fiber lasers power scaling [1]. Earlier 
it was shown [2] that polymers can be additionally heated due to absorption of pump, luminescence and scattered laser radiation, 
leading to the faster failure of fiber laser. Therefore, we have performed measurements of absorption of silicone polymers at the 
most important wavelengths: optical pumping (960 nm) and laser generation of Yb (1064 nm) and Er (1550 nm) doped fiber lasers. 
Temperature dependences of the polymer absorption coefficients were also investigated.

Several polymers conventionally used in fiber optics were studied: Dow Corning Sylgard polymer used for protective coating of 
active fibers, Wacker Silgel polymer used for filling of commercial fiber laser units, and special FSX polymer with low refractive 
index used as a wave guiding material. Polymer samples were prepared inside the glass cuvette with internal volume 3.4×1.8×1 cm3. 
Transmission spectra of the polymer samples were measured using Perkin Elmer Lambda 950 spectrometer in the 800-1100 nm and 
1000-2300 wavelength ranges. The spectral pattern of all polymer samples turned out to be similar. Typical transmission spectrum of 
polymer (on the example of Silgel) measured at room temperature is shown in Fig. 1. As can be seen, the absorption of PS polymers 
in the emission wavelength ranges of Er and Tm-doped fiber lasers are significantly higher compared to that of Yb-doped laser and 
pump laser diodes.

Fig. 1. Transmission spectra of Silgel polymer at room temperature in the ranges of 800-1100 nm (a) and 1-2.3 μm (b). Yellow stripes denote typical 
operating wavelength ranges of fiber lasers with different dopants.

It is impossible to determine optical absorption coefficient from the transmission spectra, because bulk polymers have a significant 
radiation scattering. Therefore, we used the laser calorimetry

method, i.e. measuring the polymer heating depending on absorbed optical power. The following radiation sources were used: GaAs 
pump laser diode (960 nm), Yb (1064 nm) and Er (1550 nm) doped fiber lasers. Collimated laser beam was transmitted through 
the polymer sample inside the cuvette. Polymer temperature was measured using a thermocouple sensor that was submerged into 
the polymer. In order to determine optical absorption coefficient we have developed a mathematical model of the polymer sample 
heating, based on the solution of the stationary heat conduction equation. Using the developed model, we calculated the absorption 
coefficients of all polymers at the wavelengths 960 nm, 1064 nm and 1550 nm. Temperature dependences of the absorption coeffi-
cients of polymers are shown in Fig. 2.
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Fig. 2. Temperature dependences of the absorption coefficients of (a) all polymers at 1064 nm, (b) Silgel polymer at all wavelengths.

The averaged values of the absorption coefficients of investigated polymers are listed in Table 1. The absorption at 1550 nm wave-
length is several times higher compared to other two wavelengths, what is in a good agreement with the measured transmission 
spectra (Fig. 1(b)).

Table 1. Temperature-averaged values of the absorption coefficients α of the studied polymers at different wavelengths (cm– 1)

Thus, photothermal properties of silicone polymers conventionally used in fiber optics were investigated. Measured optical trans-
mission spectra of polymers revealed the presence of absorption bands in the operational wavelength ranges of fiber lasers. Ab-
sorption coefficients of these polymers were measured using laser calorimetry technique. Its values varied from 0.02 to 0.2 cm-1 
depending on the polymer type, radiation wavelength and temperature.
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Photoacoustic techniques are useful techniques for determination thermal characteristics of individual layers of multilayered struc-
tures. Many papers that observe this problem are based on the assumption that the optically excited layer of a two-layer (or multi-
layered) structure is surface absorber, so that optical properties of the examined layer do not affect the measured signal.

In this work, theoretical-mathematical model of transmission photoacoustic response 
for two-layer samples with volumetric absorption of incident radiation is obtained. This 
model is derived based on the generalized theory of heat conduction and equations for 
temperature variations given in [1]. The geometry of the problem is presented on the 
figure 1. The difference from the existing models is discussed.

Fig. 1. Geometry of the problem

It is analyzed case when the examined sample is covered with a thin protection layer. The influence of the investigated sample thick-
ness upon the selection criterion for the theoretical-mathematical model (double-layer vs. surface absorbent [2,3,4]) is analyzed. 
Experimental results obtained on laser-sintered polyamide samples (PA12) of different thickness, uniformly covered with the layer 
of ink, are presented.

Theoretical predictions are compared to experimental results. It is demonstrated that, in case of thinnest samples, the influence of 
protection layer cannot be neglected, which is in accordance with theoretical predictions.
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A novel multi-illumination photoacoustic imaging structure based on synthetic-aperture-radar (SAR) approach is proposed in this 
paper. In conventional photoacoustic imaging systems, due to the single illumination direction of the laser source, the obtained image 
lacks resolution and resolution consistency in the whole image. Using multiple plane-wave illuminations from different directions help 
to improve filed-of-view and resolution of the system based on the structured illumination concept. The multi-view illumination helps 
in more complete capture of spatial frequency components which could be approved through a mathematical model of the system. 
Capturing more frequency components, in turn, results in the improved frequency bandwidth and thus resolution of the system. Simu-
lation results shows 1.54 dB in image quality, based on peak signal-to-noise ratio (PSNR) metric compared to a conventional structure.

Theory

Photoacoustic imaging modality experiences three physical modes in photon, thermal and acoustic pressure phases. The first step in 
a photoacoustic imaging process includes light illumination which makes a spatial photon distribution in the tissues. The equation 
that relates the photon density distribution in tissue, ΨdB, to the incident wave function, Ψd0, in Cartesian coordinate, considering the 
first Born approximation, can be written as [1]:

Where Oa is the object function, and kp and D are photon wave-number and optical diffusion coefficient, respectively. Ψd0, is the 
incident optical wave function. Also, kx, ky and kz are the wave-number components in x,y and z directions, respectively. Like the 
procedure followed for obtaining photon distribution, ΨdB, from the input optical function, the thermal and acoustic pressure waves 
could be calculated from their respective inputs, i.e. photon distribution and thermal wave, as follows:

Where μa, κs, βs and cs are optical absorption coefficient, thermal conductivity, thermal expansion coefficient and speed of sound in 
tissue, respectively. Each three phases could be represented by a frequency response in the form of

 

where i = s, p, t. The squared acoustic wave-number,  , is equal to . In contrast,  and  are complex values where 
. Consequently, according to Eqs. (1)-(3), the first two phases, have low-pass frequency responses while the third 

phase, has a band-pass frequency response. These different filters in each phase of imaging cause information loss and hence the 
final reconstructed image would be of low resolution and contrast. Multi-angle illumination is a solution for compensating the lim-
ited bandwidth of imaging systems through the idea of SAR imaging and structured illumination. Therefore, here, for the first time, 
a novel photoacoustic super-resolution technique based on structured illumination concept is proposed in order to overcome this 
limitation.

In the proposed super-resolved structure, the configuration of Fig. 1 is suggested where illuminations are performed with sinusoidal 
fringes of different spatial frequencies in sequential time steps. These sinusoidal fringes are produced via interference of tilted plane-
wave pairs of verifying inclination angles produced via switching a DMD [2]:

In this case, the object’s spectrum would become shifted with (kpx,kpy,kpz) along (kx,ky,kz) frequency axis before passing through the 
frequency response of the system. By changing the value of the interfering plane-wave angles and thus the input sinusoidal fringe, 
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each time, a different part of the object’s frequency spectrum would be passed through the limited frequency response of the sys-
tem. By combining the resultant images in the spatial frequency domain like [3], a wider frequency spectrum of the object could be 
recovered in the output.

Fig. 1. The suggested experimental set-up for multi-view illumination.
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Electronics, computing, and systems for energy saving and generation are amongst the most demanding developments of flexible 
and versatile materials which command the challenges of controlling the dissipation of heat. This is difficult to obtain with homo-
geneous materials, even so, is possible with compounds based in nanostructures. In recent years, several studies have reported how 
the inclusion of carbonaceous materials into different matrix changes its physical properties. Graphene nanoplatelets (GNPs), a re-
cently developed and lower cost material, have high achievement in this area, such as can improve mechanical, electric and thermal 
properties of compounds. This is due to the outstanding physical properties attributed to the structural configuration, a non-oxidiz-
ing manufacturing process that provide a pristine graphitic surface that makes it especially suitable for applications requiring high 
electrical or thermal conductivity.

This work shows the study of the thermal properties enhancement of heat sinks due to loads of different kinds of GNPs. A photopy-
roelectrical technique with a sample thickness scan was employed in order to measure the thermal diffusivity of the samples. The 
thermal properties analysis was carried out as a function of particle size of the GNPs and its volume concentration in the sample. The 
results show that heat transport on these compounds strongly depends on the GNPs volume fraction, thus even with a low loading 
percentage of them produce a meaningful increase in the thermal diffusivity of the composite. This is related to their pure graphitic 
composition of these 2D carbon nanostructures, these are excellent thermal conductors compared to the matrix. The thermal con-
ductivity of the samples was calculated, and it was analyzed using Lewis–Nielsen model, taking into account the dependence of the 
maximum packing fraction and the form factor with the agglomeration, geometry and particle size of the GNPs.
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Chasseneuil, France. jjag09@yahoo.comThe present study discusses the thermal diffusivity, thermal effusivity, volumetric heat ca-
pacity, thermal conductivity and electrical conductivity of iron/polyester composites in the range of filler content 0 to 0.55 volume 
fraction (vf). The well-known flash method in the front-face configuration is used to retrieve the thermal diffusivity and thermal 
effusivity of polymers[1-2]. The volumetric heat capacity and the thermal conductivity is determined from these measured proper-
ties. The electrical conductivity was derived by the I-Vs measurements, by means of a DC voltage applied between two terminals. It 
was found that the addition of iron particles increases the thermal diffusivity, the thermal effusivity, the volumetric heat capacity, the 
thermal conductivity and the electrical conductivity of the composites. The experimental data were analyzed to find the percolation 
threshold vp [3-5], which was found in 0.38 vf for the thermal conductivity and 0.30 vf for the electrical conductivity.
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The transfer of photon momentum at the water/air interface is important for optical manipulation of minute particles and is at the 
heart of the Minkowski–Abraham controversy. We use photoacoustic (PA) detection of ultrasound waves generated when pulsed 
laser light meets the water/air interface at 3.9°C (zero thermal expansion), to distinguish momentum transfer from thermoelastic ef-
fects. Momentum transfer is most efficient when the photons travel in water and remain in water after total reflection at the interface, 
rather than when they cross the interface between dielectric media.

The experimental configuration is schematically presented in fig. 1. 

Figure 1: Experimental scheme for photoacoustic detection of waves generated at the interface air/water.

The laser pulse reaches the water/air interface from below (water), with an angle of incidence θi relative to the normal. According 
to Snell’s law, using n = 1.33 for water at 20°C, the critical angle is θc = 48.75°. Water was initially cooled below 3.9°C and its tem-
perature was allowed to slowly increase to room temperature (measured with a thermocouple thermometer Delta OHM model HD 
2108.1). Laser pulses were directed at the selected angle to the water/air interface and the PA waves generated were detected with 
an A311S Panametrics (Olympus) immersion piezoelectric transducer (10MHz), pre-amplified (Panametrics ultrasonic preamp) 
and connected to a Tektronix digital oscilloscope (model DPO7254, 2.5 GHz, 40 GS s−1). The laser pulses were generated with a 
Quantel Big Sky Ultra50 Nd:YAG laser (pulse width τ = 8ns, TM polarization). We used a dielectric mirror (Unaxis BD10307805) 
ca. 90% transparent at 1064nm, to reflect mostly the 532 nm to our setup. Additionally, we used Newport filters 10LWF-650-B and 
10SWF-900-B to cutoff either 532 nm or 1064 nm laser pulses, respectively. The spectral purity of the beam was checked with an 
Avantis spectrophotometer. The laser pulse energies entering the setup were either 1.65mJ at 532 nm or 0.165 mJ at 1064 nm, per-
fectly separated.

Figure 2: Photoacoustic (PA) waves for an angle of incidence θi = 69.8° measured with a 10 MHz transducer. (a) Temperature dependence of PA 
waves generated with 532 nm (black) and 1064 nm (red) laser pulses at fluence rates of 52.5 and 4.5 mJ cm−2, respectively. (b) PA waves generated 
with 1064 nm laser pulses at different temperatures. (c) First maximum amplitudes of PA waves generated with 532 and 1064 nm laser pulses as 
a function of the temperature.
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Figure 2(a) shows PA waves collected at different temperatures using either 532 or 1064 nm pulses. The PA waves gen photothermal 
processes: as the temperature is allowed to increase from near 0 °C to room temperature, the amplitudes change sign at ca. T = 3.9 
°C, from a thermoelastic contraction to a thermoelastic expansion (figure 2(b)). The amplitudes of the PA waves generated by 532 
nm laser pulses are rather insensitive to the temperature (figure 2(c)) and must be assigned to transfer of momentum at the interface.

The thermoelastic properties of water and the sensitivity of the photoacoustic technique provided the conditions necessary to mea-
sure the transfer of photon momentum at the water/air interface. The thermoelastic component due to concurrent light absorption 
by water was suppressed by proper control of water temperature or selection of the wavelength. Our measurements show that when 
light is reflected at the water/air interface and remains in water, a larger change in photon momentum occurs.
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Thermal conductivity enhancement has appeared as the main target in many recent studies on heat transfer applications. A great part 
of novel solutions trying to enhance thermal performance deals with nanofluids. These two-phased systems have been widely used 
to take advantage of the high thermal conductivity of their solid particles in a fluid with lower thermal properties (conventional heat 
transfer fluids—water, lubricant oils, or glycols) [1, 2]. The possibilities of improving thermal conductivity in such systems relative 
to thermal conductivity of pure fluids have not been studied to date in full. Partially this is due to the lack of adequate experimental 
techniques to provide the accurate data on thermal conductivity in dispersions. The accuracy of existing data often suffers from 
convective effects. This makes some reports on the achieved increase in thermal conductivity in nanofluids doubtful.

We present the results of extensive study of thermal properties of carbon nanofluids using thermal-lens spectrometry (TLS) i.e. a 
remote optical approach to the detection of thermophysical parameters. TLS may provide data for both the dispersed phase and the 
dispersion medium. Thermal diffusivity was derived from TLS transient curves and converted then into thermal conductivity with 
volume specific heat measured by DSC and densitometry.

Nanodiamond (ND) aqueous dispersions are environment-friendly and chemically inert systems stable over time. In this study, 
aqueous dispersions of NDs of various types with high concentrations (up to 20%) were produced and examined by TLS. Thermal 
conductivities were obtained from TLS and independently measured by conventional heat flow steady-state technique. An increase 
(up to 3%) in thermal conductivity of ND-based nanofluids was observed. Comparison analysis of the results obtained from two 
methods was carried out. Advantages of simultaneous use of photothermal and heat-flow techniques along with possible sources of 
disagreement between results of two methods will be discussed in detail.
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Development in material science and engineering allows manufacturing of devices with unprecedented performance. It is especial-
ly noticeable in electronics where a miniaturization is accompanying by continuous improvement of functionality. However, this 
process causes growth of the density of heat sources in active devices and leads to problems with heat extraction. Nowadays this is 
a limiting factor for further improvement of processing units used in computers. Similar problems occur in high power electronic 
and optoelectronic devices [1]. A possible solution is an improvement of thermal design of devices. To do this the thermal properties 
of materials used in devices must be known. Advanced integrated circuits are fabricated in 12 nm technology which means that the 
structure is built of few nm thick layers. It is well known that the thermal conductivity of submicrometer dielectric layers is lower 
than the one of bulk material and strongly depends on layer thickness or inner structure, e.g. mean grain size [2]. Theoretical pre-
diction of the thermal conductivity of thin layer is difficult, so its value must be determined experimentally. The scanning thermal 
microscopy (SThM) is one of a few methods allowing thermal measurements in the nanoscale. SThM based on equipment same 
as for atomic force microscopy (AFM), and in practice AFM and SThM measurements run in parallel. To obtain information about 
thermal properties special AFM probes with temperature sensor near the apex are used. Additionally, the microscope must be fitted 
with a module collecting signal from this sensor and controlling its current [3].

Scanning thermal microscope can operate in two modes – temperature contrast (or passive) mode (TCM) and conductivity contrast 
(or active) mode (CCM). In the TCM the temperature sensor measures temperature distribution on sample surface. In the CCM the 
probe is heated, usually by Joule heating. The probe temperature depends on an efficiency of heat extraction, which is sensitive to 
the thermal conductivity of sample. So, thermal conductivity maps can be obtained.

The most demanding experiments using SThM equipment are quantitative thermal measurements - measurements of local ther-
mal conductivity. It is proved experimentally that determination of the thermal conductivity of films with thicknesses of about 
15 nm is possible by this technique. However, such measurements require quite sophisticated measuring procedure and advanced 
analysis of experimental data [4, 5]. The main difficulty of quantitative SThM measurements is that the influence of the sample 
thermal conductivity on measured signal is relatively weak. In addition, this signal depends on many factors, which are difficult 
to control during measurements (e.g. sample roughness, the temperature and the humidity of ambient air, the hydrophilicity/hy-
drophobicity of sample surface). Fig. 1 shows topographic and thermal images of through silicon via (TSV) structure, a cylinder 
made of Cu based conductive paste getting the body of chip. It can be seen that every irregularity in the sample surface (light 
spot) is visible as a low conductivity spot in the thermal image. The reason is simple, irregularities cause reduction of contact area 
between the probe and the sample, so the heat flux to the sample is also reduced. The dark spots in the thermal image shown in 
Fig. 1(b) are artefacts, which source is easy to interpret. However in general case proper interpretation of thermal images could 
not be so obvious.

Fig. 1. Topographic (a) and thermal (b) images of TSV structure
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The SThM measurement of the thermal conductivity is based on comparison of signal measured for investigated sample with a 
reference curve obtained from measurements for samples with known thermal conductivities. Determination of the reference curve 
must be carried out with care. Firstly, reference samples must be thermally isotropic and must have optically flat surfaces to avoid 
an influence of surface roughness on measured signal. In a case of the most popular resistive probes an influence of the electrical 
conductivity of sample on the signal should be considered. Therefore, electrically non-conducting samples would be preferable. It 
should be also taken into account that the effectiveness of heat transport from the thermal probe to the sample can be influenced by 
water meniscus which can appear near the probe apex [6]. The meniscus enlarges the effective contact area so the measured signal 
corresponds to the sample of higher thermal conductivity.

Fig. 2. Change of square of probe current normalized to the current for 5 μm over the sample vs. the thermal conductivity. Experiments were carried 
out for five reference samples in Ar and air atmospheres.. For each sample measurements were repeated at four points on the surface. Mean values 
are also shown.

Experiments were carried out for five reference samples (glass, glassy carbon GC, GaSb, GaAs, and Si) in argon and air atmo-
spheres. The probe temperature was kept constant and a squre of probe current square was measured. Heights of signal jumps caused 
by reaching the contact to the sample, normalized to the signal at a 5 μm distance from the sample, are shown in Fig. 2. An analysis 
of this graph allows following conclusions. The normalized jumps are higher for measurements in Ar. Mean values of signals cal-
culated from four measurements at different positions on the surface can be fitted with smooth curve only for data obtained in Ar. 
Moreover, signal behavior in Ar is in good agreement with results of analysis based on finite element modelling. The sensitivity of 
SThM signal to the sample thermal conductivity should be relatively high near 100 W·m-1K-1, and diminishes for higher (>1000 
W·m-1K-1) and lower (< 10 W·m-1K-1) conductivities [4]. Measurements in the air gave unexpectedly high signal changes for samples 
with low thermal conductivities (glass and GC), and unexpectedly high signal for GaSb. Possible explanation of these facts is the 
influence of water condensed on the surface. However, this hypothesis needs further verification.

It should be also noticed that parameters of SThM probes differ, even if we use probes from the same batch, so the reference curve 
must be built for each probe separately. Moreover, correctness of this curve should be checked regularly as the probe parameters 
can change because of wear.

To summarize, SThM is a valuable tool for qualitative and quantitative thermal measurements in the nanoscale. However, this 
technique is still in a development stage. There are two main problems which should be solve before SThM could be recognize as 
well-established method providing reliable, reproducible results. The first one is connected with the low sensitivity of measured 
signal to the thermal conductivity of sample. This is caused by the fact that the heat flux through the contact to the sample is only a 
small share of the whole heat flux from heated zone. The situation can be improved by such a design of probes which will restrict 
the heat flux along probe cantilever to a mounting. The second problem is complex dependence of SThM signal on thermal, elec-
trical, and topographical properties of the sample, and ambient conditions. The influence of ambient conditions can be minimized 
by measurements in protective gas atmosphere or, preferably, in vacuum. The influence of electrical properties can be excluded by 
electrical insulation of conducting elements of the probe from the sample.
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Measurements of thermal properties of nanostructures is a challenging task because the experimental techniques inevitably struggle 
with instrumental uncertainties, parasitic contact effects, and often non-trivial data analysis. Whereas popular electrical measure-
ment methods offer low instrumental uncertainties, they allow studying only a few samples at a time in a limited temperature range, 
which is limiting for studies requiring multiple samples and high statistical significance.

Fig. 1. (a) Schematic of μTDTR setup and a typical sample. (b) FEM model used to analyze the experimental data. (c) Fitting of the experimental 
thermal decay curves by the curves from the model.

Here, we present an optical micro time-domain thermoreflectance (μTDTR) method [1], which allows to measure large quantities 
of samples and achieve high statistical significance and often straightforward data analysis. The method uses a classical TDTR 
principle: since the temperature of the material is proportional to its reflectance coefficient, the temperature at a given spot can be 
monitored in time measuring the intensity of reflected probe laser beam. If at the same time the spot is heated by the purses of a 
pump laser, as shown in Fig. 1(a), we can study the heat dissipation process and measure how temperature gradually drops in time.

Comparing the experimental results to the FEM modelling (Fig. 1(b-c)), we can obtain commonly used thermal properties, such 
as the thermal conductivity and thermal resistance. However, even without the modeling we can conduct comparative studies and 
compare heat conduction is similar samples.

To illustrate the power of this method, we present the measurements of the heat guiding and heat focusing phenomena in silicon 
thin membrane [2]. In this work, we use only the directly obtained signals measured on hundreds of samples fabricated on the same 
wafer, to show that the method allows to avoid complicated fabrication and analysis. Next, we present measurements on silicon 
nanowires in the 4 - 300 K range [3]. These experiments show that using additional FEM modelling, we can extract the thermal 
conductivity of the nanowires and thus gain a deep insight into the phenomenon of ballistic heat conduction in silicon.

To conclude, our optical μTDTR method is an excellent tool for contactless studies of the thermal properties of nanostructures. This 
method allows to study large qualities of samples on the same wafer and achieve high statistical reliability of the study at a low 
fabrication cost.
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We report on thermal properties determination when the sample is a layer deposited on a substrate with known properties (layered 
sample) or is inserted between a known substrate and a known surface layer. The experimental setup is a thermoreflectance micro-
scope in which the 1 µm diameter intensity modulated pump beam creates a thermal wave in the sample. The spatio-temporal heat 
diffusion is detected through the variation of the reflectivity of the probe beam which is scan on the sample surface. Experimental 
amplitude and phase are recorded versus the distance of the two beams. It is well known that a multiparameter best fit can find the 
thermal values required. Instead of a numerical approach, we show here that asymptotic behaviour of the heat diffusion in layered 
structures can be calculated and used to recover thermal properties. To do that the integral

can be evaluated with incomplete Bessel function

Domains of applicability of these different regimes will be discussed and illustrated with examples in the plane of Figure 1
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In the search for new materials for nuclear industry and reliable nuclear safe technologies, much attention is given to methods for 
non-destructive remote testing and control of materials in severe environment of nuclear installations. Photothermal radiometry, as 
one of these possible methods, is under development in the CEA (French Atomic Energy Commission). In our studies, it was used 
with repetition rate laser heating of a sample by either a pulsed (100 ns-1 ms, 1-10000 Hz) [1, 2] or a sinusoidal modulated laser 
power (1 Hz - 1 MHz) [2,3] followed by measurements of the thermal radiation emitted by the sample under study. Thermal radia-
tion time-dependence or phase shifts between the laser power and the thermal radiation measured at different modulated frequencies 
(lock-in radiometry) were then compared with those obtained with a model of laser heating to characterize some sample properties 

(thermal diffusivity, thickness, layer adhesion, un-
der-surface defects and their changes in time).

Samples from European TOKAMAKS (graphite 
or carbon fibre composite protective tiles with 1 - 
100 µm deposits) and nuclear installations (metal 
pieces, Zircaloy cladding, micrometric oxide layers 
or PVD thin films, 3D-printed metal objects) were 
tested and characterized with the home-made exper-
imental setups and the developed analytical (3D+t) 
models of laser heating [4-6]. The numerical simu-
lation of laser heating was used to fit the calculated 
thermal radiation or phase shifts with the experi-
mental ones by adjusting the material properties. 
This method of characterization was validated with 
a set of etalon samples. The applied methods will 
be presented along with the obtained results. The 
possible ways to improve the method to widen the 
scope of its application in the nuclear industry will 
be discussed as well. 
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Vanadium dioxide (VO2) has become a subject of great interest because of their impressive ability to reversibly change its electrical 
and optical properties with temperature due to its metal-to-insulator transition (MIT) around 68 °C [1-2]. To enlarge its application 
range, VO2 powders doped with tungsten have been used to reduce this transition temperature nearly to room temperature [3-4]. 
This tailoring of the MIT of VO2 is also expected to be possible on its thermal properties, which have received much less attention, 
though they can provide routes for controlling heat transfer.

In this study, the hysteresis loops exhibited by the thermal properties of undoped and 8 at% W-doped nanocrystalline powders of 
VO2 synthesized by means of the solution combustion method and compacted in pellets we measure around the MIT. This is done 
through the photothermal radiometry (PTR) technique in the transmission mode using also the well-established self-normalization 
and thermal contrast methods. Remarkable variations in the critical temperature up to 15°C have been observed among the VO2 
undoped and VO2 W-doped sample, as well as significantly narrower hysteresis loops for this latter. It was shown that the thermal 
properties of VO2 nanocrystalline in its dielectric phase are much more influenced by the W substitution doping than in its metallic 
state. Moreover, we find that thermal diffusivity decreases (increases) until (after) the metallic domains become dominant in the 
VO2 insulating matrix, and as a consequence, the change of this property across the MIT can be raised in around 23% with tungsten 
doping. In contrast, the thermal conductivity and thermal effusivity during the entire transition grows (falls) in heating (cooling) 
cycle of both samples, exhibiting in the dielectric state higher values for the W-doped pellet respect to the undoped one. In addition, 
these properties exhibit an improvement up to 1.44 and 1.13 respectively, among their pure insulating-metallic states. However, we 
found that their change determined from the extreme insulating and metallic states is diminished by doping. Furthermore, the char-
acteristic peak of the specific heat capacity within the MIT has been observed in both heating and cooling cycles for two samples. 
At our doping level, we found that W-doped sample requires about 24% less thermal energy than the undoped one to carry out the 
phase transition. Based upon these significant findings, we conclude that W doping promotes a VO2 material with better abilities to 
generate and propagate heat through the nanocrystals, but with low thermal switching efficiency.
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Since first developed by Mandelis, et al in 2003 [1], photocarrier radiometry (PCR) has been widely used to characterize the elec-
tronic transport properties of semiconductor materials, especially silicon wafers with or without ion implantation [2, 3]. In modulat-
ed PCR, the determination of electronic transport parameters, such as carrier lifetime, carrier diffusivity, and surface recombination 
velocities is performed by fitting the measured modulation frequency dependences of PCR amplitude and phase to an appropriate 
theoretical model [4]. Conventionally, linear PCR models, either one-layer [1] model for non-implanted wafers or two- [5] or 
three-layer [6] model for ion-implanted wafers, are employed in the multi-parameter fitting. In these linear models, the PCR signal 
is assumed to be linearly proportional to the photo-generated carrier density that is linearly proportional to the excitation laser power. 
Unfortunately it is experimentally observed that the PCR amplitude is either linearly or nonlinearly dependent on the photo-gener-
ated carrier density (or excitation power), depending on the resistivity of the silicon wafers. And a nonlinearity coefficient, which 
describes the dependence of the PCR amplitude on the photo-generated carrier density (or excitation power), is experimentally mea-
sured to between 1 and 2, as shown in Fig. 1(a). Following these experimental observations, nonlinear PCR models are developed 
to describe the PCR signals and to determine the transport parameters [7, 8].

Fig. 1. Nonlinear dependence of PCR amplitude on the excitation power. (a) The dependences of photo-generated carrier density (measured by 
modulated free carrier absorption) and PCR amplitude on excitation power for a Cz-Si wafer with a nominal resistivity 7-10 ohm·cm. (b) The 
nonlinearity coefficient versus resistivity of Si wafers.

In this presentation, the development of linear and nonlinear PCR models is reviewed. The comparison between the linear and non-
linear models for the simultaneous determination of electronic transport properties via multi-parameter fitting is presented in detail. 
Theoretical simulations are performed to analyze the errors when linear models are employed to fit the experimental data with nonlin-
ear behaviors for both non-implanted and ion-implanted silicon wafers. The transport parameter determination of non-implanted and 
ion-implanted silicon wafers with appropriate nonlinear PCR models is presented with silicon wafers with different resistivities.
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Magnetoactive fluids are composite liquid materials, that usually consist of dielectric liquids with embedded ferromagnetic particles 
that quickly response to magnetic field. These materials are the subject of raising interest due to the rich diversity of physical phe-
nomena observed under the effect of magnetic fields and their technological applications.

In this work, by means of a sample thickness scan photopyroelectric technique, we measured the thermal diffusivity of magnetoac-
tive fluids, as a function of direction and intensity of an external uniform magnetic field. Three types of samples are studied: mag-
netorheological fluids (MRF), ferrofluids (FF), and magnetic carbon nanofibers suspended in a highly viscous carrier fluid (CNF-F). 
Additionally, the magnetic particles volume concentration in the thermal behavior is examined. Once the thermal diffusivity is 
obtained, the thermal conductivity is calculated using the density and specific heat capacity of the fluid.

As expected, the experimental results show that filler concentration monotonously increase the effective thermal conductivity of 
samples. When magnetic field is not applied, the magnetoactive fluids behaves as a homogeneous material, once the uniform mag-
netic field is applied, an important effective thermal conductivity anisotropy is observed for the case of MRF and CNF-F. For FF 
no thermal anisotropy is observed, mainly due to the high thermal resistance between magnetic nanoparticles that constitute the FF. 
The high thermal anisotropy observed for MRF and CNF-F is a result of a chain-like micro-structuring along the magnetic field 
lines, of the magnetic particles fillers.

We demonstrate that using a sample thickness scan photopyroelectric technique it is possible to measure the thermal diffusivity of 
magnetoactive fluids under the effect of externally applied uniform magnetic fields as a function of its direction and intensity. The 
highly effective thermal conductivity anisotropy of this magnetoactive fluids is properly presented in the form of thermal conduc-
tivity tensors.
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Surface preparation has become amongst the most important fabrication steps in the electronic device manufacturing industry. Leading 
edge semiconductor devices require methods to provide stable, pristine, “oxide free”, and hydrogen passivated Si surfaces. This can be 
achieved using wet cleaning process chemistries such as diluted hydrofluoric (HF) acid to maximize the hydrogen termination efficien-
cy and to minimize surface contaminants and micro-roughness. One of the key issues surface preparation experts are facing has been 
the ability to quantify the integrity of dynamically changing surface conditions that come with creating bare Si surfaces.

Heterodyne lock-in carrierography (HeLIC) [1,2], a camera-based dynamic photoluminescence imaging methodology, has been 
demonstrated to be capable of all-optical and noncontact evaluation of carrier recombination and transport properties of various 
electronic materials and devices. In this work we illustrate the LIC capability to quantitatively evaluate bare Si wafers that have 
undergone different HF-etching conditions, shown in Table 1. The samples under test were 11 p-type FZ wafers with resistivity > 10 
kΩ.cm, 150-mm in diameter, and 675-μm thick.

Table 1. Samples under test with the information of processor, HF concentration, and dissolved-oxygen (DO) level.

*APET: Advanced Processing Equipment Technology Co.; TPW: typical production wet bench.

Surface recombination velocity (SRV) is an ideal parameter for in-line quantitative assessment of surface quality of wet-cleaned 
semiconductor wafers, as it captures everything that can produce a negative impact such as the “oxide free” degree, defects, impuri-
ties, roughness etc. As today’s IC wafer size increases, quantitative imaging characterization techniques instead of local diagnostics 
are in demand, as imaging can provide both spatially resolved and globally integrated information, as shown in Fig. 1.

Fig. 1. SRV images of sample Nos. 1-6 with colormap indicating the quantitative values
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The surface electronic quality of bare silicon wafers changes in air with exposure time (Q-time) due to native oxide growth. The 
ability to suppress this naturally occurring phenomenon is also a key goal of the surface preparation process. Fig. 2 shows the 
evolution behavior of SRV versus Q-time. In summary, HeLIC has been demonstrated to be able to provide quantitative imaging 
characterization of surface quality of bare “oxide-free” hydrogen passivated Si wafers.

Fig. 2. (a) SRV-image pixel-value statistical distributions of sample No. 1 at various Q-times; (b) comparison of image-averaged SRV values 
among samples.
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Since the graphene has been fabricated at 2004, it has brought great opportunities for the development of high-speed electronic devices 
[1, 2]. Electromagnetic characteristic is the intrinsic characteristic of graphene. In the previous work, the permittivity and conductivity 
are already determined in the micro-/millimeter wave frequency [3]. However, as the application of graphene is up to terahertz, infrared, 
and even higher, the ultra-wideband electromagnetic characteristics of graphene becomes more and more important. In this paper, the 
complex relative permittivity and the refraction index is investigated and discussed from 1 GHz to 1000 THz.

From the Drude model [4] the complex relative permittivity can be expressed as

Where εr is the complex relative permittivity, ωp is the plasma frequency, and τ is the collision rate. εr' and εr'’ are the real part and 
imaginary part of the permittivity, respectively. Furthermore, the plasma frequency ωp and the collision rate τ can be expressed as

Based on the reported permittivity [3], the values of ωp and τ can be obtained from equation (2) and (3) as ωp =2π×16.3 THz and τ 
=0.077 ns. Then induce the value of ωpand τ into equation (1), the relative permittivity of graphene from 1 GHz to 1000 THz can be 
determined (as shown in Fig 1 (a) and (b)). Moreover, the refraction index, n, can be deduced from the permittivity [5] as follows 
and the result is shown in Fig. 2.

Fig. 1. The complex relative permittivity of graphene up to 1000 THz. (a) is the real part, (b) is the imaginary part

Fig. 2. The refraction index of graphene up to 1000 THz.
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As shown in Fig.1 (a) and (b), both the real part and the imaginary part of the permittivity of graphene are quite large in the micro-/
millimeter frequency range. However, as the frequency increasing, the values decreased dramatically. Beyond the plasma frequen-
cy, the permittivity is converged to 1. Furthermore, as shown in Fig.2, in the frequency range lower than ωp, the refraction index 
changing with the frequency increasing remarkably, which demonstrate the dispersion effect is obviously in this frequency range. 
Nevertheless, in the frequency beyond ωp, the refraction tends to be 1. In other words, the dispersion effect reduced to be ignorable 
in this frequency range. The results of this paper will be helpful for the electronic and optical applications of graphene.
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Speciation of elements is critical for numerous processes at molecular and cellular level as well as at the level of organisms. 
Furthermore, speciation of certain elements governs their essentiality and/or toxicity, their mobility in the environment as well as 
their role in environmental processes on ecosystem level. A typical example is speciation of iron which in general occurs in Fe(II) 
and Fe(III) redox forms. Several ligands, however form complexes of different stability with Fe(II) or Fe(III), which determines 
the prevalence of a particular Fe form in various biological and environmental systems. Iron, for example, may limit the growth 
of marine phytoplankton [1] and thus the process of CO2 fixation in oceans, which is crucial from the point of global warming 
and ocean acidification. On the other hand, the concentrations of iron in oceans are governed among other factors by the redox 
state of iron, since Fe(III) is much less soluble due to particle adsorption or precipitation as hydroxide [2]. Similarly, the iron 
redox species and their complexes govern the photochemical processes through the Fenton processes [3]. In cloud-water, such 
processes are suspected to be affected by organic ligands released by metabolically active bacteria, including siderophores such 
as pyoverdine [4].

Studies of biogeochemical processes involving iron species in samples from remote environments such as oceans and clouds impose 
additional demands on the applied analytical methods. Low concentrations of iron species demand high sensitivity, while presence 
of various iron species in complex sample mixtures requires adequate selectivity of the analytical method. In addition, sampling at 
remote locations requires compatibility of analytical methods with advanced sampling strategies, while demands of multiparameter 
analysis in limited amounts of samples, like in case of cloud-water, makes the capability of analysing small volume samples an 
important criterion in selection of most suitable analytical method.

It is therefore the objective of this contribution to present the most recent and novel approaches to speciation of iron in envi-
ronmental samples by exploiting the advantages of photothermal techniques such as thermal lens spectrometry (TLS) and beam 
deflection spectrometry (BDS). This includes determination of iron redox species by coupling of TLS to flow injection analysis 
(FIA) and TLS microscopy to microfluidic systems (μFIA-TLM) which was recently shown to provide limits of detection at ng/
mL level in sub μL samples [5]. TLS was also applied for detection in liquid chromatography for determination of fluorescing 
pyoverdines as well as nonfluorescing Fe(III)-pyoverdine complexes in a single chromatographic run. Application of BDS was 
related to analysis of passive samplers based on diffusive gradients in thin-technique, which is increasingly used for monitoring 
of environmental pollution due to its robustness, versatility, precision and capacity of pre-concentrating bioavailable trace-level 
metal pollutants [6].

Materials and Methods

TLS, TLM and BDS instruments used in this work were described in literature previously [5, 7, 8]. Detection of Fe(II) and Fe(III) 
was based on colorimetric reaction using 1,10-phenanthroline and excitation by Ar-laser 514.5 nm line in case of TLS or by a solid 
state laser emission at 532 nm for BDS measurements.

Pyoverdines and Fe(III)-pyoverdines were determined following a HPLC separation on a reverse-phase C18 chromatographic col-
umn (Hypersil Gold, 150 mm х 3 mm I.D., Thermo Fisher Scientific) with 20 mM ammonium acetate: MeOH (95:5, v/v) as mobile 
phase at 0.6 mL/min flow rate. A Kr-laser 407-413 nm multiline emission was used for TLS detection in this case.

DGT gels were provided by the Analytical, Environmental and Geo-Chemistry department at the Vrije Universiteit Brussel (Brus-
sels, Belgium) and were prepared according to previously described procedure [9].

Pyoverdine standard, produced by the bacterial strain Pseudomonas fluorescens 36b5, was obtained from the Université Clermont 
Auvergne, Institut de Chimie de Clermont-Ferrand (Clermont-Ferrand, France), where it was isolated and purified [10].
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Results and Discussion

Validation of FIA-TLS and µFIA-TLM techniques for Fe determination in comparisson to UV-Vis spectrometry (Table 1) show that 
despite 100 times shorter optical path length (comparing to UV-Vis spectrophotometry), µFIA-TLM offers LODs of 0.10 and 0.07 
μmol/L for Fe(II) and Fe(total), respectively, and analysis of only 3 μmol/L samples. This is sufficiently low for cloudwater analysis, 
since concentrations, lower than 0.1 μmol/L (5 ng/mL) are not expected [11]. Analysis of spiked synthetic cloud water has shown 
recoveries in the 102-105% range for Fe(total), which confirms good specificity of the method.

In case of pyoverdines and Fe(III)-pyoverdine complexes, LODs were estimated to be 0.05- 0.06 µg/mL for HPLC-DAD while TLS 
detection offered about 10 times lower detection limits (0.004 - 0.007 µg/mL) for determination of all pyoverdine species in a single 
run. Still, about 10 times lowest LODs of fluorescent pyoverdines (not complexed with Fe) were achieved by spectrofluorimetric 
(SF) detection. However, SF does not offer a possibility of measuring nonfluorescent Fe(III)-pyoverdines.

Combined DGT-BDS has provided LODs between 40-80 nmol/L (2.2 – 4.4 µg/L) Fe(II), which depends strongly on the type of the 
resin used in the DGT sampler. These values correspond to about 30 ng of total Fe amount diffused into the DGT gel and compare 
favorably to the LODs obtained by UV-Vis spectrometry which were between 200 and 400 nmol/L, respectively. 
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The aim of this work is to conduct a proof-of-concept study on detection of surface contamination by biological and chemical 
agents using opto-thermal transient emission radiometry (OTTER). OTTER is an infrared remote sensing technology that has 
been developed in our research group for skin measurements. It is based on the measurement of laser-induced transient thermal 
emission spectra in the infrared fingerprint region, and has advantages of non-contact, non-invasive, spectroscopic in nature, and 
can work on arbitrary surfaces of any materials [1-4]. In this paper, two types of experiments were conducted, different ingredi-
ents on the surface of a sample material and different ingredients on the skin surface. Figure 1 shows the OTTER raw signal data 
of finger skin only, finger skin and MS Neat (methyl salicylate), finger skin and olive oil, as well as finger skin plus MS Neat 
(methyl salicylate) and olive oil. The results show that by measuring the OTTER signal at different detection wavelengths, e.g. 
13.1 μm, 11.5 μm, 9.5 μm, 8.5 μm, 7.79 μm, 6.48 μm, 6.05 μm, it is possible to differentiate from skin and skin with different 
ingredients on the surface. The next step is to develop mathematical models and analytical algorithms to quantify the ingredients 
concentration on the surface.

Fig. 1. The OTTER raw signal data of (a) finger skin only, (b) finger skin and MS Neat (methyl salicylate), (c) finger skin and Olive Oil , (d) finger 
skin, MS Neat (methyl salicylate) and Olive Oil at different detection wavelengths, e.g. 13.1 μm, 11.5 μm, 9.5 μm, 8.5 μm, 7.79 μm, 6.48 μm, 6.05 
μm, whilst (e) shows the corresponding analyzed results of the raw OTTER signal data at different wavelengths.
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Optical coherence tomography (OCT) is an interferometric optical imaging method which utilizes low-coherence light to capture 
micrometer-resolution images from optical scattering media (e.g., biological tissue) in two and three dimensions. Since the first 
demonstration of OCT imaging in human eye in 1990, the technology has undergone significant transformations and has become 
the gold standard for retinal imaging and is also routinely used in dermatology and for endoscopic imaging of the coronary arter-
ies and the esophagus. Despite its widespread use, OCT, similar to ultrasound, forms images based on structure of tissue rather 
than its composition (i.e., scattering vs absorption of light), which limits its diagnostic performance. A case in point is identifica-
tion of atherosclerotic plaques in the coronary arteries of patients with coronary artery disease. In OCT, a significant number of 
lesions frequently bear structural features of high risk of rupture, while only a subset of these plaques present the chemical com-
position associated with likelihood of rupture. To overcome this limitation, photothermal OCT (PT-OCT) has been developed as a 
molecular-contrast extension of OCT to complement the high-resolution structural images with depth-resolved and co-registered 
molecular information. In PT-OCT, a secondary intensity-modulated photothermal laser is integrated into the OCT system to 
locally modulate the optical path length (OPL) measured by OCT in the proximity of an absorbing molecule. The phase signal of 
OCT has excellent sensitivity to even minute changes in the OPL. Therefore, by tuning the wavelength of the photothermal laser 
to the absorption band of molecule(s) of interest (e.g., lipid), one can obtain an image in which the high-resolution structural in-
formation comes from scattering of light at subsurface microstructures through the OCT amplitude signal while, simultaneously, 
depth-resolved information with molecular specificity is detected through the OCT phase signal. In this paper we report on proof 
of principle PT-OCT experiments to gain insight into the chemical composition of a sample by scanning the intensity modulation 
frequency of the photothermal laser and studying the subsequent photothermal frequency responses of the OCT phase signals.

A schematic of the developed spectral-domain PT-OCT system is depicted in Fig. 1. The system uses broadband light of a super-
luminescent diode centered at 1310 nm (±75 nm at 10 dB), a 2048-pixel line scan camera spectrometer with a maximum acqui-
sition rate of 147 kHz, and a 808 nm intensity-modulated photothermal laser. The experimental axial and lateral resolutions are 
11 µm and 10 µm, respectively. Through careful instrumentation and numerical dispersion compensation we have managed to 
achieve performance close to the shot-noise with a relative displacement error of 3 nm at a SNR of 35 dB and system sensitivity 
of >100 dB.

In order to study the concentration-dependence of the PT-OCT frequency response, methanol solutions with different concen-
trations of IR-806 dye (sigma Aldrich) were prepared. To avoid evaporation of methanol, solutions were injected into capillary 
glass tubes and imaged while the intensity of photothermal laser was modulated at frequencies of 40, 80, 120, 160 and 200 Hz.

After data acquisition, the time-lapse datasets were processed and the relative OCT phase in the tomograms was used for con-
structing PT-OCT photothermal frequency responses, Fig 2(a). Figure 2(b) depicts the normalized amplitude photothermal fre-
quency response of different concentrations of IR-806 dye measured through the phase channel of PT-OCT system, demonstrat-
ing the characteristic photothermal frequency response  as the photothermal laser modulation frequency is scanned 
from 40 Hz to 200 Hz. Moreover, this preliminary data suggests that the amplitude ratio of obtained responses at 40 Hz and 80 
Hz is closely correlated with concentration of targeted IR-806 molecules, Fig 2(b) inset.
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Fig. 3. Processing steps of signals:1. acquiring A-line 2. Calculating absolute phase 3. Applying FFT(a) amplitude of phase in various concen-
trations(b) diagram for predicting concentration (b) inset
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Sensory properties of wines are crucially affected by the production process. The color of wine is one of the first characteristics 
that consumers assess in this type of alcoholic beverages. In red wines the color is associated with phenolic pigments called an-
thocyanins, which are present in wine mostly as anthocyanins mono-glucosides. They are most abundant in the young wine and 
during ageing and storage such pigments are replaced by anthocyanin-derived pigments pyranoanthocyanins [1]. The color of 
the wine can be influenced by the use of yeast strains that enhance the formation of pyranoanthocyanins [2]. Reversed phase high 
performance liquid chromatography (HPLC) in combination with DAD detector is most often used for analysis of anthocyanins 
and pyranoanthocyanins, and for structural information LC-MS and LC-MS/MS techniques are used [3]. From quantification 
point of view, significant improvement in lowering the limits of detection (LOD) and quantitation (LOQ) in comparison to DAD 
detectors can be achieved by coupling HPLC to thermal lens spectrometry (TLS) [4].

The aim of this study was to implement HPLC-TLS in investigation of yeasts' impact on the formation of stable vinylphenolic 
pyranoanthocyanins (VP-Pyr) in Pinot Noir wine. The investigations were initially performed in the synthetic wine supplement-
ed with Pinot Noir skin extract. Yeast strains were selected for further lab-scale wine fermentations during which the start of 
VP-Pyr formation was monitored with the help of HPLC-TLC. This is of great importance in optimization of wine fermentation 
conditions.

Materials and methods

Table 1: Chromatographic conditions for HPLC-DAD and HPLC-TLS method.

Standards of vinylphenolic pyranoanthocyanins (VP-Pyr) were synthesized and isolated in collaboration with Laboratory for Wine 
Technology and Analysis (Faculty for Food technology and Biotechnology, University of Zagreb) and were used to confirm the 
identity of VP-Pyrs appearing in HPLC chromatograms. Samples from lab-scale wine fermentations were analyzed at days 2, 7 and 
12 of fermentation process and the day of wine bottling.

Results and discussion

Four different mobile phases were assessed for obtaining the optimal thermal lens enhancement factor. The results in Table 2 show 
increase in the peak area of Mvd3glc with increase of methanol content in the used mobile phase. In the mobile phases with 80/20 
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and 70/30 water/methanol ratio, theoretically calculated enhancement factors are in good agreement with experimental results. 
Increase in methanol content shortens the retention time of Mvd3glc, which ultimately lead to elution of Mvd3glc with the solvent 
front. Because of this, discrepancies have been observed between experimental and calculated enhancement factors when using 
65/35 and 60/40 water/methanol ratio in mobile phase, which also made expression of VP-Pyrs in terms of Mvd3glc equivalents 
impossible. The 70/30 water/methanol mobile phase was chosen because of increase in signal for Mvd3glc and samples of synthetic 
wine with Pinot Noir skin extract were analyzed. However, such composition of mobile phase did not enable separation of pyrano-
anthocyanins in an isocratic mode. Thus, the step gradient was applied with mobile phase composition change from 70/30 to 60/40 
water/methanol ratio after the elution of Mvd3glc standard (320 s). The same method was successfully applied for analysis of Pinot 
Noir wine samples during lab-scale fermentations.

Table 2: Enhancement factors for different mobile phase composition calculated from the peak area of 1 ppm malvidin-3-O-gluco-
side, relative to 80/20 water/methanol.

HPLC-TLS provided LODs and LOQs at the level of 7 and 25 ppb Mvd3glc equivalents, respectively, while the LODs and LOQs for 
HPLC-DAD were 45 and 140 ppb Mvd3glc equivalents, respectively. Due to superior sensitivity of HPLC-TLS three VP-Pyrs could 
be detected, while with HPLC-DAD only detection of up to two VP-Pyrs was possible. By using HPLC-TLS method, formation of 
VP-Pyr was observed at day 12.

Conclusions

HPLC-TLS, which was used for the first time in the assessment of VP-Pyrs formed in Pinot Noir wines, offers 5-times lower LODs and two-
times lower injection volume in comparison to HPLC-DAD. Furthermore, with HPLC-TLS more VP-Pyrs were detected and their formation was 
observed earlier during fermentation process, which enabled identification of most effective yeast strains for the formation of PV-Pyrs, which is 
important for wine color stability.
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Rotator phases are solid phases where there is three-dimensional crystalline order for the positions of the molecules, but no long-
range rotational order about the molecular long axis [2]. We have studied the nature of the RIII-RV, RIV-RIII, RII-RV, and RIV-RII, 
rotator phase transitions in several linear alkanes (C26 to C30) by analyzing the hysteretic behavior of the specific heat between 
heating and cooling measurements. The investigations have been carried out by both Adiabatic Scanning Calorimetry (ASC) and 
Photopyroelectric Calorimetry (PPE) techniques, whose combined use has provided complementary information concerning the 
changes occurring in the samples structure during their temperature change to associate them with the changes in values of the 
thermal conductivity and of the thermal diffusivity. 

Fig. 1. Specific heat profile for C27 in the range crystal phase to liquid phase obtained by: a) ASC and b) PPE measurements. Black symbols corre-
spond to the cooling runs and grey symbols to the heating runs. Double vertical long-dashed lines in b) delimit the two-phase coexistence regions.

For example, Fig. 2a and 2b show the sequence of phases obtained in C27 by ASC and PPE calorimetries, with the former being 
more sensitive to the presence of latent heat by the manifestation of sharp peaks. Hysteresis also denotes the presence of first order 
phase transitions. The phase transitions are also detected in the jumps observed in the thermal conductivity and diffusivity profiles 
displayed in Fig. 3a and 3b, with larger values in the more ordered phases. As for the textures, Fig. 4a displays that obtained when 
the sample was at 56°C in the RIV phase during the cooling run from the liquid phase, while Fig. 4b shows the corresponding texture 
pattern obtained when the sample was in the Mdci crystalline phase at

Fig. 2. a) Thermal conductivity and b) thermal diffusivity profiles for C27 in the range crystal phase to liquid phase obtained by PPE measurements. 
Black symbols correspond to the cooling runs and grey symbols to the heating runs.

47 °C. Fig. 4c reports the pattern obtained after taking the sample back in the RIV phase at 56°C following its heating from the 
crystalline phase. The texture of the RIV phase when heating the sample from the crystalline phase displays elements resembles that 
observed in the the cystalline phase. Thus, it appears that the RIV, and also the RIII and RIV phases, obtained following the heating 
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from the crystal phase maintained memory of the grain structure of the crystalline phase and possibly contained distortions imposed 
by such grain constrains. This is reflected in the smaller thermal conductivity values obtained in the temperature range of the RV to 
RIV phases during the heating of the sample than during the cooling. During the cooling and heating cycles to check for hysteresis, 
the inversion was performed before reaching the crystalline phase.

Fig. 3. Polarization microscopy images performed in C27 obtained: a) in the RIII phase during the first cooling run; b) in the Mdci crystalline phase 
during the first cooling run; c) in the RIII phase during the subsequent heating run.
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The content of oil products in the discharged reservoir waters during offshore oil and gas production is regulated by international 
conventions and slightly varies. Normally, the legislation (OSPAR, HELCOM, Kuwait Convention, Barcelona Convention) restricts 
average concentration of dispersed oil to exceed 40 mg/L of discharged water. These requirements are 1-2 orders of magnitude "soft-
er" than the oil-content requirements applied to drinking water reservoirs. Such permissive requirements allow us to offer a compact 
optoacoustic device for detecting hydrocarbons in the sea water samples check near the mining platforms.

Optoacoustic calorimetric measurement method is actively used in environmental studies as a very sensitive spectroscopy tech-
nique. Optoacoustic technique is promising for detecting hydrocarbons in water [1-3]. Optoacoustic response of crude oil is defined 
by the features of the constituents, such as benzene, pentane and methanol.

Fig. 1. Optoacoustic measurement cell based on a layered prism concept. Here inlet shows a simplified scheme of the device. 1 – incoming light 
pulse; 2 – sample; 3 – transducer; 4 – backing dumper; 5-shim. Red arrow - laser beam delivery; black arrow - optoacoustic response output.

A portable optoacoustic device utilizing commercially available laser source is presented as a tool for the detection of oil contami-
nation. The peculiarity of the present work is that we deal with optoacoustic signal occurring due to the absorption of surprisingly 
small laser energy deposit 1 mJ in small liquid samples. In the present prototype, good optoacoustic contrast between water and 
hydrocarbons was achieved at the wavelength 527 nm. The corresponding Q-switched diode pumped solid state pulsed laser was 
used having pulse train frequency 1 kHz. Fiber-optic delivery of a laser beam to a sample was used.

Water samples with dissolved and emulsified oil components were prepared by means of ultrasonic dispersion of oil in 100 mL of dis-
tilled water. A broad range of concentrations was provided. The sample 2 has a layer thickness 260 µm, which corresponds to the duration 
of the outgoing acoustic pulse 700 nS. The thickness of the sample layer is controlled by thin wafers glued to the top prism. The pick-up 
of the acoustic response was provided with a thickness-mode piezoceramic transducer having thickness 200 µm. The transducer output 
signal was processed within a frequency band up to 100 MHz. Sets of 1000 successive output signals were acquired and averaged with 
the help of software. Thus, the noticeable optoacoustic response from the sample was obtained having a good noise immunity.

Fig. 2. Output signal profiles. Curve 1 - model (theory); curve 2 - averaged signal for oil concentration 1000 mg/L. 
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Optoacoustic measurement process with the use of the layered prism cell (Fig.1, inlet) was modeled theoretically within a step-
by-step approach based on the transfer functions method. Our results indicate that such a cell provides sufficient figures of merit 
of determination of the low-concentration impurities in small-volume liquid samples. The calculated model curve 1 (Fig. 2) takes 
into account the optoacoustic conversion of the laser pulse in the contaminated sample. Then, the diffraction propagation of 
the acoustic response towards the receiver through the lower prism (dotted lines in Fig. 1). Finally, the model curve reflects the 
reaction of the piezoceramic receiver loaded on the resistance of the preamplifier. Test curve 2 represents accumulation of 2000 
output transducer pulses.

The dependence of response pulse energy vs oil concentration remains linear within the broad range of concentrations. The detection 
limit of the contaminating objects’ concentration proved to be (2-5) mg/L. This is much less than the admissible concentration level. 
The results contribute to further development of optoacoustic methods and equipment to be applied for environmental analysis.
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In recent years, the interfacial mechanism for aerosol chemistry and cloud droplet formation has been considered an essential 
problem in geochemistry.1-2 In particular, organic compounds in atmospheric environments can be dissolved in aerosols, and they 
sometimes exhibit surface activity; thus, organic aerosols have attracted considerable attention. However, despite such interest, 
experimental verification of the mechanism based on direct aerosol tension measurements has not been established due to lack of a 
suitable measurement method.

We have studied a quasi-elastic light scattering (QELS) method which measures optical frequency shift on a free surface during laser 
light scattering by capillary waves.3 Recently, we found spontaneous resonance of thermally induced capillary waves on liquid sur-
faces with spatial confinement in microchannels4 and 2D-confined apertures.5 In these experiments, capillary-wave modes satisfying 
the resonant conditions continue oscillating, and those under non-resonant conditions soon disappear. Therefore, the characteristic 
peaks corresponding to the resonant modes appear in the QELS power spectrum. Subsequently, surface tension has been successful-
ly measured from the peak frequencies. The principle is promising for optical surface tension measurements. In this presentation, I 
will introduce the optical surface tension measurement of a single aerosol droplet for discussing environmental issues.

Principle

The interface between a gas/liquid is perturbed by thermal fluctuations with an amplitude of a few Ångströms. In the absence of 
spatial confinement, thermally induced capillary waves with random wavenumbers exist at the interface. For a certain wavelength 
λ, the corresponding wavenumber q is defined as q=2π⁄ λ.

The optical configuration around the optically trapped aerosol droplet is illustrated in Figure 1.3-6 When divergent laser light with a 
frequency of F and wavenumber of K is incident on the liquid surface, the beam irradiates the liquid surface (travelling from liquid 
to gas) over a range of incident angles. For simplicity, three angles, θ1, θ2, and θ3 (θ1 > θ2 > θ3) are selected for explanation.

For light scattering along the normal direction, the momentum conservation, ex-
pressed as qi=Ksinθi, is maintained for each incident angle. During scattering by 
the capillary wave (with wavenumber qi), light frequency F is shifted as F ± ƒi. 
Therefore, the frequency shifts vary depending on the angle. Consequently, the op-
tical beats between the non-scattered transmitted and scattered light signals can be 
considered as the convolution of the frequency shifts, and a broad peak is obtained 
in the resulting spectrum.

A spherical droplet does not have wall boundaries, but a periodic boundary condi-
tion may be applied to consider the resonant modes. Lamb derived the characteristic 
resonant frequency, ƒl, as

where γ, α, ρ, and l represent the droplet surface tension, radius of the sphere, den-
sity, and an integer representing oscillation mode l =2,3,4,..., respectively. These 
spontaneously resonating modes are reflected in the QELS power spectrum of an 
optically trapped aerosol droplet.

Results and Discussion

Figure 2 shows the QELS spectrum of the 5.5-µm-radius droplet of 5 mM aqueous 
solution of sodium dodecylsulfate). Upon fitting the multi-Lorentzian functions, we 
obtained 3 clear peaks (204, 392, and 808 kHz) along with a weak one (613 kHz).  

Fig. 1. Principle of quasi-elastic laser scattering 
(QELS) method with a single diverging beam con-
figuration. "Reprinted with permission from Ref. 6. 
Copyright (2018) American Chemical Society."
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The inset of Figure 2 shows the dependence of the fitted frequencies 
on parameter l. Upon fitting the data with Eq. (1), we obtained the 
surface tension as 32.0 ± 1.0 mN/m. Thus, we were able to perform 
measurements reflecting the effect of organic compounds on the sur-
face tension of a single aerosol droplet.

The simplicity of our optical setup is noteworthy; we only added cer-
tain optical components to the classical single-beam optical trapping 
system. Therefore, the method can potentially easily be used by even 
non-expert researchers. We believe that our method will significantly 
contribute to the field of aerosol laboratory experiments, particularly 
to the long-standing discussion of cloud nucleation.
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Laser-based techniques are widely used for thin film deposition, crystallization of amorphous materials, surface treatment, alloying 
and the modification of material properties [1]. Laser heating (LH) is one of the main tools in the study of minerals and synthesis of 
new materials under high pressure and high temperature in a diamond anvil cell. The conventional way to determine the temperature 
of a laser-heated specimen is by measuring the thermal radiation emitted from the heated specimen using a diffraction spectrometer. 
However, those measurements only provide the temperature of the heated spot averaged over its area.

In this presentation a novel technique - acousto-optical multispectral imaging system for in situ measurements of the high tempera-
ture and emissivity distributions of a laser heated solids under high pressure will be discussed [2,3]. The main component of the 
system is an imaging tandem acousto-optical tunable filter (TAOTF) synchronized with a video camera.

Fig. 1. The 2-D temperature distribution on the surface of a W plate near melting point heated with 24 W laser power, 620-740 nm, and 0.6 s 
exposure time.

A set of TAOTF spectroscopic images (up to a few hundreds) is taken by the TAOTF imaging system in order to fit the measured spec-
tral curves in each pixel to the Planck radiation function and determine the temperature and emissivity of the sample using the gray 
body approximation. It was experimentally shown that this technique provides aberration-free spectral imaging suitable for precise 
multispectral imaging radiometry (MIR). Application of the LH-TAOTF method for studying different physical phenomena such as (a) 
phase transitions in boron rich carbon material, and (b) melting under high pressure and high temperature will be presented [4].

One of such applications is shown below. The temperature distribution on the tungsten plate heated by a high power laser is shown 
in Fig. 1. The number of the TAOTF spectroscopic images was ten with a 12 nm spectral step from 620 to 740 nm. The highest 
temperature in the hot spot is 3278 K and the lowest is 3056 K.

Fig. 2. Variation of the speckles images of the selected area, as a function of time: (a) the first image; and (b) the image takenin 1 s. The wave-
length was 1040 nm and the laser power was 24 W.
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We expected to observe the phenomena similar to critical opalescence near the melting point. The speckle behavior can be associ-
ated with dynamic processes both on the surface and in the near-surface layer. As we can see from Fig. 2 the determination of the 
beginning of the increase of the fluctuations and melting point becomes unambiguous.
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In this presentation I give an overview of our efforts (focusing primary on their scientific components) started back in 1994, which led to 
a commercially available photoacoustic instrument family for measuring H2S, H2O and CO2 concentration in natural gas, which already 
deployed worldwide for more than 100 installations at various offshore platforms and gas plants.

During the course of development, we had to face several scientific challenges such as:
- Due to the variation of the gas composition, the resonance frequency of the photoacoustic detection cell often varies rapidly 

over a considerable frequency range, which required the development of a fast and accurate resonance tracking method based 
on “chirp” excitation [1],

- The required stability of the laser wavelength is much higher than the actual “passive” stability of the applied lasers. Therefore, 
various wavelength stabilization methods were developed yielding a constantly improving stability (see Figure 1),

- There are several overlapping absorption lines in the vicinity of the measurement wavelength (especially in case of H2S detec-
tion), which make it necessary to apply a multi-component type calculation method. Furthermore, we have developed a dual 
cell operation mode with zero gas generation, which improves further the selectivity of the photoacoustic measurements [2].

An additional issue is the necessary ruggedness of our photoacoustic analyzers, which is achieved by using carefully selected compo-
nents such as:

- telecommunication type, fiber-coupled DFB diode laser light sources with extremely long lifetime and stable operation,
- miniature MEMS microphones with remarkable stability, resistance to high operational temperature (up to 80 °C) and to ag-

gressive chemicals,
- longitudinal differential photoacoustic cells with high cell constant and low noise operation under continuous gas flow,
- compact electronics for laser driving, temperature stabilization, signal processing and concentration calculation. All the critical 

elements of the electronics is built from highly temperature insensitive components,
- the software of the instrument performs all the necessary self-checking and self-correction algorithms.

Fig. 1. Improvement of the wavelength stability of the diode laser in our photoacoustic systems over the years.

There are other issues, such as the importance and challenge of producing instrument with similar analytical parameters and the 
competition of the photoacoustic method with other concentration measuring methods, which are discussed as well.
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Integration on silicon platform led in the recent years to major successes in the domain of micro-electromechanical systems (MEMS). 
The cost reduction reached through mass production in silicon foundries has for instance enabled large-scale deployment of acceler-
ometers in the automotive industry or capacitive microphones in cellular phones. The transposition of this strategy to photoacoustic 
(PA) based trace gas sensors, aiming at a widespread usage in indoor and outdoor air quality measurement, has been the object of a 
noteworthy design, fabrication and characterization effort at CEA-LETI.

In this paper, we present a half a dozen years downscaling process, marked by three generations of miniature PA sensors, namely a 
40 mm3 3D-printed metal cell [1], a 3.7 mm3 silicon cell [2], and a 2.3 mm3 silicon cell integrating a dedicated microphone and its 
expansion volume [3].

The first-generation PA sensor [1] relies on the differential Helmholtz resonator architecture, composed of two chambers linked by 
two capillaries. Gas excitation is ensured by lighting one of the chambers with a laser source and a differential pressure measurement 
provides a partial immunity to external acoustic noise. The cell, made of stainless steel, is 3D-printed by direct metal laser sintering, 
and hosts a pair of commercial capacitive MEMS microphones measuring the differential signal (Fig. 1(a)). The same architecture, 
still using commercial microphones, has then been harnessed to create the second-generation device (Fig. 1 (b)). Ten times smaller 
in volume, it is built with two bonded silicon wafers processed in our MEMS production facility [2]. A specialized electronic board 
including a digital lock-in amplifier and signal processing functions has been developed at this occasion to guarantee the consistency 
of the miniaturization of the sensor and its associated electronics. In both cases, the normalized noise equivalent absorption is in the 
order of 10-8 cm-1 W Hz-1/2 and thus, depending on the addressed gas, optical power and integration time the detection limit reaches 
sub-ppm values (Fig. 2). 

Fig. 1. Three generations of PA cells: (a) metal cell and (b) silicon cell, both equipped with capacitive commercial microphones and (c) integrated 
silicon cell including piezoresistive microphone.

A completely different architecture has been developed in the third generation device that includes the dynamic pressure sensor (Fig. 
1(c)). The cell consists in an illuminated chamber, separated of a closed expansion volume by a channel where a beam-shaped di 
flexible hinge, is placed [3]. The stress induced by the motion of the diaphragm within doped silicon nanogauges causes resistance 
variations, related to the gas concentration. The laser modulation is set on the mechanical resonance of the diaphragm and not, as 
usually, on the acoustic resonance of the cell. The device is built by bonding a sensor wafer (mechanical diaphragm and piezoresis-
tive nanogauges) and a cap wafer (chamber and expansion volume, electric circuitry and optical waveguide). Preliminary measure-
ments performed on ambient CO2 allow estimating the detection limit to ≈ 900 ppb for 1 s integration time [3,4].

Fig. 2. Experimental data (a) diluted 
CH4 with the metal cell, (b) 2-f mea-
surement of ambient CO2 with the sil-
icon cell, (c) comparison of simulat-
ed (dashed line) and measured (solid 
line) amplitude and phase response of 
the integrated silicon cell.
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In summary, three small-scale PA cells (40 mm3 to 2.3 mm3), made of steel or silicon, based on different architectures have been 
designed, fabricated and tested. All three versions reach a similar sub-ppm resolution, but each has its own benefits and drawbacks, 
regarding for instance fabrication, implementation and ease of use.

In parallel, significant progress has also been made in our institute towards the wafer scale fabrication of quantum cascade lasers. It 
thus seems that the goal initially stated, namely, to combine on the same chip a mid-infrared laser, a light injection circuit and a PA 
sensor including an integrated microphone is now within reach [5].
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alexandre.teulle@cea.frPhotoacoustic spectroscopy (PAS) in the mid-infrared (mid-IR) range is a widely used technique to detect 
and quantify trace gases. Its principle lies in the measurement of the pressure wave generated by successive thermal expansions 
induced by the absorption of a modulated mid-IR light source impinging on the sample. Gas detection encompasses application 
domains as various as industrial process monitoring, food industry, leak and explosives detection and indoor and outdoor air quality 
analysis [1]. However, commercially available PAS sensors are usually cumbersome, expensive and resort to microphones that have 
not been optimized for the intended use. Integration on silicon would allow drastic cost reduction and open the way to new markets 
such as cell phones and smart homes.

Here, we present a miniaturized photoacoustic cell integrated on silicon with a novel MEMS pressure sensor nested within the 
device (Fig. 1(a)). This sensor is fabricated by bonding two 200 mm silicon wafers designed according to a 150 steps CMOS-com-
patible process flow.

Fig. 1. (a) Miniaturized silicon photoacoustic cell. Scale bar represents 2 mm. (b) Scanning electron micrograph of the MEMS pressure sensor. 
Inset: Axial stress calculation (units: MPa) in the two nanogauges for a 1 Pa pressure differential on the beam.

This level of integration is the result of a six years development carried out at CEA-LETI [2]. In particular, a strong effort has been 
put on the careful modelling of the transduction chain from the heat generation to the measured signal [3]. It led to the innovative 
design of a PA cell made of two chambers partitioned by a beam-shaped diaphragm (Fig. 1(b)) anchored at one extremity but free 
to move according to the pressure differential between the two chambers at the other end. This displacement induces a stress in two 
piezoresistive nanogauges and results in resistance variations that are related to the gas concentration.

Results

In order to evaluate the performances of our micro-PA cell, a thorough characterization has been performed with the experimental 
setup schematized in Fig. 2(a).

Fig. 2. (a) Schematic of the experimental setup. (b) Simulated (solid line) and measured (dashed line) frequency response of the photoacoustic cell. 
(c) 2f measurement of CO2 in ambient air (dashed line) and CO2 absorption line (solid line).

A quantum cascade laser (QCL) source tuned at the 4.34 µm CO2 absorption line is focused by a lens into one of the two PA cham-
bers. Light is wavelength-modulated by a lock-in amplifier which retrieves the voltage across the two current-polarized nanogauges. 
The interface between the elements is ensured by a home-made Labview program running on a computer.
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We have measured the frequency response of the sensor (Fig. 2(b)). The simulated PA signal lies very close to the experimental 
response. The peak at 6600 Hz corresponds to the mechanical resonance of the MEMS acoustic transducer, with a quality factor 
estimated at 10. It is worth noticing that, contrary to an acoustic resonance on which rely conventional PA sensors, this mechanical 
resonance is independent of the speed of sound in the sample and therefore allows to work with various gas matrices with the same 
design.

For actual CO2 detection, we adopt a 2f modulation scheme (Fig. 2(c)) because it reduces non-specific signal and links straight-
forwardly the PA signal to the gas concentration. With our miniaturized cell, we estimate the limit of detection at 900 ppb for a 1 s 
integration time. The corresponding normalized-noise equivalent absorption is equal to 3∙10-7 W∙cm-1∙Hz-1/2, at the state-of-the-art 
level of miniaturized PAS sensors.

We are currently investigating the different sources of noise contributing to the PA signal to improve the performances of the mi-
cro-PA cell. Furthermore, we are developing the integration of QCL sources on silicon and their coupling to the active function, thus 
paving the way towards fully integrated PAS sensors.
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The methane absorption spectrum was measured in the mid-IR in the wavelength interval around 3.3 mm using a frequency comb 
laser source produced by a difference frequency generation. The frequency comb vernier spectroscopy (FCVS) unlike dual frequen-
cy comb spectroscopy requires only one frequency comb [1], allowing for a broad spectral coverage. A scanning high-finesse cavity 
acts as a narrowband filter consequently transmitting sets of comb lines separated by a multiple m×ƒr of the repetition rate frequency 
of the comb, ƒr., where m is an integer. The transmitted radiation of these lines is forming an image consisting of dots on the pixel 
array detector, from which the spectrum is retrieved [2]. Unlike traditional FCVS approach, we used continuous recording of the 
images, while the length of the cavity was changing, so that the comb lines in the whole spectral range were continuously recorded 
with a mid-IR camera. Using these images from multiple exposures we can remove the constraint imposed on the bandwidth and 
also avoid the need for the scanning galvo mirror. The processing of 10000 images recorded during the scan allowed to retrieve 
the methane spectrum with the frequency comb spectral resolution of ~0.01 cm-1. This technique can be realized with a camera and 
due to high Q-value of the resonant cavity yields an effective path length in the 100 km range, providing in this way sensitive and 
broadband detection of the absorption spectra of gases in the mid-IR.
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Any photo-induced heating of sample gas caused by absorption of excitation radiation leads to a change in the refractive index of 
the gas [1]. The refractive index change in turn causes a phase shift of electromagnetic waves passing through the heated region. 
An optical cavity can be utilized as an excellent transducer for highly sensitive gas detection by monitoring intensity changes of 
a transmitted probe laser beam. The presented work reports on the novel implementation of balanced detection to Interferometric 
Cavity-Assisted Photothermal Spectroscopy (ICAPS). Within this scheme, the probe beam is split into two beams, which are both 
transmitted through identical cavities with some lateral displacement and afterwards are detected separately, see Fig. 1. Differential 
amplification of the photodiode signals allows to extract the induced photothermal signal with very high sensitivity by efficient re-
jection of common mode noise. That way, excess noise which limited the sensitivity of previous cavity-based photothermal sensors 
[2, 3] can be effectively rejected down to the fundamental limit of shot noise. This setup links the general advantages of the optical 
cavity as transducer of photothermal spectroscopy with the advantages arising from balanced detection, by enhancing the sensitivity 
as well as ruggedness of the developed sensor.

Fig. 1. Balanced-detection ICAPS scheme; the probe beam is split into a sample probe beam and a reference probe beam. The sample beam probes 
the photothermal signal, which is superimposed by noise, whereas the reference beam probes only noise. By subtraction of the two photodiode 
signals, the photothermal signal is received along with high rejection of common mode noise.

An excitation beam induced refractive index changes in the sample. The probe and excitation laser beams were arranged in trans-
verse configuration, which enables the construction of simple, robust and compact trace gas sensors, which feature very small 
absorption volumes of a few 100 mm³ (see Fig. 2). Selectivity was achieved by signal generation via wavelength modulation at 
reduced sample pressure and detection at second harmonic (2ƒ) [4]

Figure 2. Illustration of the compact balanced-detection ICAPS gas cell including the interferometers with a mirror spacing of 1 mm.

The metrological qualities of the sensor were investigated by detection of sulfur dioxide (SO2) using a quantum cascade laser (QCL) 
as powerful mid-infrared excitation source, whereas the induced refractive index changes were monitored by a near-infrared probe 
laser emitting around 1550 nm. For the targeted absorption band centered at 1380.93 cm-1, a 5 ppbv minimum detection limit was 
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achieved with a 1 second integration time, corresponding to a normalized noise equivalent absorption of 7.5 x 10-9 cm-1 W Hz-1/2. 
Moreover, the sensor exhibits white-noise-determined characteristics, thereby resulting in an excellent long-term stability, which 
enables integration times of a few thousand seconds. Advantages and limitations of this method will be discussed.
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Currently, Er3+-doped crystals and glasses are attractive for the use in integrated optoelectronics because of the Er3+ intra-4f emis-
sions at the standard telecommunications wavelength (at 1.54μm) and host for laser emission (at about 2.7 μm), which is close to the 
most pronounced absorption band of water (at 3μm). In the research reported here, we studied the effect of energy-transfer upconver-
sion (ETU) on the fluorescence quantum efficiency of Er3+-doped tellurite glasses by thermal lens spectrometry (TLS) [1]. The TLS 
were performed using the dual-beam (excitation and probe) mode-mismatched configuration with an Er3+ fiber laser as excitation 
beam and a HeNe laser as probe beam. The samples were obtained by conventional melt-quenching method, in which the powders 
were mixed in a crucible, melted in air at 850°C for one hour, and afterwards they were annealed for 5h at a temperature close to the 
glass transition temperature [2]. The TLS signal amplitude is proportional to the phase shift parameter,θ, which is proportional to the 
heat power delivered into the sample, so it is proportional to the product Рabs.ф, where Рabs is the absorbed excitation power and ф 
the fraction of Рabs converted into heat. The basic idea of all phothermal methods for radiative quantum efficiency (η) measurements 
is to assume that ф=1−η.(vвm ) ⁄ vв , in the case of one photon excitation with energy ℎvв and average emission energy (ℎvвm ) , so [1]:

where C is a parameter that depends on the thermo-optical properties of the host matrice.

In a typical transient TL signal, the proper fit of the data give the parameters θ and tc, where θ is proportional to the signal amplitude 
and tc is the TL response time. Figure 1b shows the plot of θ x P for different Er3+ concentrations. The linear behavior is more evident 
for low Er3+ concentrations, but for all samples a linear fit can be made in the low power regime. This linear regime is expected for a 
single excitation and emission process with (λвm) = 1541nm and λв = 1535 nm (Fig.1.a). From these data, we obtained the parameter 
C and η, which decreases monotonically with Er3+ concentration from 0.81 to 0.16 for 0.05% of Er3+ and 4.0% of Er3+ respectively, 
as shown in Fig.2.a. Both C and η values are in excellent agreement with previous TLS measurements performed with 980 nm 
excitation [2]. Several processes can contribute to nonlinear behavior of θ x P but ETU is expected to be the most important one in 
Er3+doped systems, with 1535 nm excitation, in resonant with the first excited state (4I13/2). ETU is a process between a pair of excited 
Er3+ ions where one ion decays and the other is promoted to a higher energy level. In this system, ETU generates emission emission 
at 980, 808, 650 and 545 nm due to population of several Er3+ levels. Consequently, Eq.1 is no longer valid in the nonlinear regime of 
θ x P (Fig.1.b). In fact, the detailed description of the luminescence and population dynamics is very difficult since it involves several 
processes (with one, two and three pump photons) and consequently  depends on excitation power. However, the relationship 
θ = C.P abs.ф remains valid and can be used to determine ф, as shown in Fig.2.b. Mainly for the samples with higher concentrations, 
it is observed a strong decrease of heat generation indicating a corresponding increase of the energy that is upconverted into light. 
The overall fraction of energy converted into light, by energy conservation, is given by (1 - ф). Finally, transient absorption mea-
surements and results in Er3+-doped fluoride glasses will be presented. 

Fig. 1: (a) Partial energy level diagram of Er3+ ions in which ETU represents the Energy Transfer Upconversion; (b) the thermal lens phase shift 
(θ) as a function of excitation power (P) for different Er2O3 concentrations.
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Fig. 2: (a) Er2O3 concentration behavior of the fluorescence quantum efficiency for 980 nm and 1535 nm pump and (b) f is the fraction of heat 
generated as a function of excitation power (P) for some concentration.
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Output radiation powers of modern high-power laser systems far exceed kilowatt levels. This implies strong demands to the optical 
absorption properties of employed components, as even low absorption can induce its damage at such power levels. There are various 
methods used for measurements of low absorption coefficients of dielectric materials [1]. Standardized laser calorimetry technique 
relies on the temperature kinetics measurements of the irradiated sample using external detectors (e.g. thermocouples, RTDs etc.). 
However, absorption of scattered radiation by the detector can induce its additional heating and resulting measurement errors especial-
ly when the high-power radiation is involved. Conventional photoacoustic techniques rely on the detection of the acoustic response 
conditioned by the local density change of the material, induced by absorption of pulsed laser radiation. As a rule, these methods 
require calibration, i.e. presence of strong absorption bands that can be analyzed using some other methods or reference samples with 
the absorption known beforehand. An alternative approach that was recently proposed for precise measurements of low absorption 
coefficients of nonlinear-optical crystals is the piezoelectric resonance laser calorimetry (PRLC) [2]. The main idea of this method is 
that the thermodynamic temperature of the crystal interacting with laser radiation is characterized by its equivalent temperature, which 
is directly determined by measuring an induced frequency shift of any of the temperature calibrated piezoelectric resonances of the 
sample. However, this method is only applicable for the examination of piezoelectric materials, when the resonances can be excited 
noncontactly via application of the probe radiofrequency electric field.

For precise measurements of low optical absorption coefficients of dielectric samples, we propose to use temperature dependence of its 
acoustic resonance frequencies. Resonance frequencies of the investigated sample can be excited both by tuning the repetition rate of 
the incident pulse radiation or via external piezoelectric transducer. In order to validate this approach, we investigated the nonlinear-op-
tical KH2PO4 (KDP) crystal (20×20×45 mm3). Here we were able to measure its optical absorption using both PRLC technique and an 
introduced one. A block-scheme of the experimental setup is shown in Fig. 1 (a). In the case of PRLC a voltage from the radiofrequency 
(RF) generator is applied to the metallic electrodes forming the capacitor, which is connected in series with the load resistor R. A voltage 
drop across R is measured using the lock-in amplifier. Piezoelectric resonances (PRs) can be observed when the generator frequency 
corresponds to KDP eigenmode frequencies Rƒ. Temperature calibration of Rƒ frequencies in uniform heating conditions reveals that 
in the first approximation Rƒ linearly depend on temperature: Rƒ(T)-Rƒ(T0)=Kprt(T-T0), where Kprt – piezoelectric resonance thermal co-
efficient. When the sample is heated by laser radiation of power P, its nonuniform temperature distribution can be characterized by the 
equivalent temperature derived directly from measured Rƒ (P,t) value: Θeq(P,t)=T0+[Rf(P,t)–Rf(0)]/Kprt [3], temperature T0 corresponds 
to P=0. In other series of experiments the RF signal from the generator drives the laser pulse repetition rate ƒ. Single-mode Yb-doped 
pulsed fiber laser operating at 1064 nm wavelength (spectral linewidth 1.5 nm, pulse duration 200 ns, average power up to 20 W) was 
used. Acoustic resonances are excited whenever ƒ corresponds to frequencies Rƒ. The acoustic response (AR) of KDP (see Fig. 1 (b)) 
was analyzed using the microphone via lock-in detection.

The frequency kinetics of one of the KDP resonances measured during its heating by 
pulsed laser radiation (P=2 W) is shown in Fig. 1 (c). The pulse repetition rate frequen-
cy ƒ was subsequently changed in order to follow the resonance signal, the local maxi-
mums correspond to the time moments when the resonance frequency Rƒ equals to the 
preset ƒ value. The equivalent temperature kinetics of KDP derived from Rƒ kinetics is 
presented in Fig. 1 (d). The optical absorption coefficient of KDP α=(4.2±0.2)×10-2 cm-1 
was determined from the solution of the nonstationary heat conduction problem relying 
on the temperature kinetics data. Its value is in good agreement with that measured us-
ing PRLC technique. Eventually we can testify that proposed method is applicable for 
the precise absorption testing of various optical components.
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Fig. 1. Block scheme of the experimental setup (a). 
Acoustic response (AR) of the KDP measured via 
sweeping the laser pulse repetition rate frequency, 
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resonance frequency (c) and equivalent tempera-
ture (d) of the KDP irradiated by 2 W laser power.
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Optical methods of diagnostic are presently widely used in biology, chemistry and medicine [1]. One of the actual problems is anal-
ysis of structure, optical and thermophysical properties of colloid media, for example, blood, lymph, protein solutions

If the laser pulse with a duration, which is much less than an acoustical wave transition time over the heat release area, absorbed 
in the considered medium, the optoacoustic (OA) pulse profile repeats the heat sources spatial distribution in this medium [2,3]. 
In the approximation of a plane light wave, for a homogeneous absorbing and scattering media, the distribution of heat sources 
corresponds spatial distribution of light intensity in it, which is determined by the light absorbtion and scattering coefficients. So, 
the OA-method may be used for measurement of the optical characteristics of absorbing and scattering media, including biological 
ones. The advantage of this method is that the information about optical properties of investigated media is delivered by the acoustic 
waves, which have a relatively weak attenuation in biological media in comparison with the waves in optical range [3].

Many biological media represent colloid solutions. In such media, the distribution of light-absorbtion and scattering particles and, 
correspondingly, light extinction coefficient may be inhomogeneous depending on a number of external and internal factors. Thus, 
the actual problem is reconstruction of spatial distribution of optoacoustic sources in investigated medium and in-depth dependence 
for the extinction coefficient. The aim of the current work is demonstration of capabilities of the OA-method for optical properties 
diagnostics of colloid media by the example of magnetic fluids. We considered two types of fluids with different base liquids (water 
and kerosene) and with different concentration of magnetite particles.

Temporal profile of pressure p(τ) on the leading edge of OA pulse in general case is expressed by formula

where α is a light extinction coefficient, c0 is sound velocity in media. So, spatial distribution of the light extinction coefficient can 
be determined from this formula.

Forward mode scheme of OA signal detection is used to measure the extinction coefficient [4]. Opto-acoustic pulses were excited 
by radiation of Nd:YAG laser with wavelength λ=1064 nm and pulse duration τL=10 ns. In conditions of current experiment, the 
boundary between transparent and absorbtion medium was acoustical rigid, for which a cell with an investigated medium was cov-
ered with a quartz plate. The measurement results showed that the light extinction coefficient, averaged by whole depth of studied 
medium, depends linearly on magnetite concentration in solution. It was found that the in-depth spatial distribution in magnetic 
fluids is inhomogeneous in the case of the rigid acoustic boundary. Moreover, a relative in-depth change of extinction coefficient  
Δα/αmax = (αmax-αmin)/αmax significantly depends on a concentration of studied solution. The existence of such inhomogeneity of mag-
netite particle distribution, which leads to extinction coefficient spatial change, may be explained that the rigid acoustic boundary 
(quartz plate) creates induced anisotropy in investigated liquid. It can appear because of an interaction between two media at liq-
uid-solid phase boundary due to processes, caused by surface tension forces. It was shown that for water-base fluid Δα/αmax changes 
from 7% for high concentration of magnetite (nmag=0.9) to 60% for low concentration (nmag=0.1), but for kerosene-based fluid – from 
2% for nmag=0.9 to40% for nmag=0.1.
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We report on development of a highly-sensitive thermal lens spectrophotometer which allows measurements of absorption spectrum 
and lower detection limit for Fe(II) concentrations in liquid as well as solid samples. Our proposed experimental setup consists of 
a halogen lamp (for pumping) instead of excitation laser and a filter to provide nearly monochromatic and widely tunable pump 
source. The lower detection limit of our experimental setup was calculated to be 3.74 µg L–1

Introduction

The photothermal lensing (TL) method has been commonly employed for the detection of small amounts of analytes present in the 
low absorbing samples [1-3]. The TL method is based on probing local changes in temperature which are induced by an intensity 
modulated laser beam in a sample.

The TL technique have widespread applications [4-6], however several different wavelengths of pumping lasers are needed to 
measure full absorption spectra of different samples. This wider spectrum of wavelengths for the excitation could be easily ob-
tained from a dye laser, F-centre laser or any other tunable lasers. For this purpose, Long et al. acquired wavelength tunability 
using a dye laser [7] and an optical-parametric-oscillator (OPO) have been used for this purpose by researchers as described in 
[8, 9]. The lasers are not very suitable choices for this purpose due to the high cost of tunable lasers and the wavelength range 
they offer.

In this paper we describe the development of a white light spectrophotometer using a low cost halogen light source to excite the 
sample. To select a particular wavelength, an interference filter is used. An optical cavity is formed between the walls of the cell 
containing the sample and the filter which magnifies the TL effect due to multiple passes.

Experimental Setup

Our experimental setup mainly consists of a lamp (halogen lamp) which is used as a pump source and a Helium Neon laser which is 
used as a probe for TL effect in the sample. The light from the pump is periodically modulated in intensity at a very lower frequency 
(around 1 Hz) using a mechanical chopper. The interference filter for wavelength selection is placed around 0.1 cm before the sam-
ple which also serves as a reflector and hence form a cavity which allow amplification of TL effect. The interference filter allows to 
select a narrower spectrum (8-10 nm wide) from the very broad spectrum obtained from the halogen lamp.

The photodiode produces analog signal, which is digitized using an Arduino board, the signal is then feed to PC via a USB port for 
further processing and analysis.

Figure 1. (a) Emission of the halogen lamp,which is quasi monochromatic, (b) Absorption spectrum of 1 mgL-1 (c) TL spectrum of 50 µgL-1 of 
Fe(II) dissolved in water. (d) measured calibration curve of Fe(II) solutions

Results and discussion

Figure 1 (b) and (c) shows the absorption spectra obtained using a commercial spectrometer (Ocean Optics) and TL spectrum for 
1 mg L-1 and 50 µg L-1 solution of Fe(II) in water/ethanol solution respectively. From this figure, it is clear that both the spectra are 
in good agreement with each other. Similarly Figure 1 (d) shows the calibration curve obtained for samples prepared with different 
concentrations of Fe(II). Furthermore, the thermal lens signal shows a linear increase with increase in the Fe(II) concentration and 
the correlation parameter is around 0.99. The lower limit of detection was calculated to be 3.74 µg L-1
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Conclusions

We developed a photothermal spectroscopy technique which employs a halogen lamp as a pumping light source and an interference 
filter to select a particular wavelength range. We utilized the partially reflecting surfaces of cell and interference filter which make an 
optical cavity and thus enhance the TL signal via multiple passes. The TL signal is detected using a Si photodetector and an aurdino 
board is used to convert signal from analog to digital and feed into a PC for further processing.
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In the present work we examine the distribution of Ciprofloxacin drug as an active ingredient in tablets samples from eight different 
laboratories. Additionally, control samples with different concentration were prepared for calibration. Raman spectra were recorded 
from all samples, including controls, and a principal component analysis (PCA) was implemented on them. The results of the PCA 
were contrasted against mass spectrometry measurements, and they show that i) a clear discrimination among the different samples 
can be achieved, ii) such a distinction is corroborated by the mass spectrometry measurements, and finally, iii) the principal compo-
nent of the Raman spectra has a well-defined, linear relation with the concentration of Ciprofloxacin (for all the samples measured). 
Such a strong, statistically significant correlation between the results of the PCA analysis and the mass spectroscopy measurements, 
supports the use of Raman spectroscopy for quantitative analysis of pharmaceutical compounds.

Raman spectroscopy can be used to measure the ‘fingerprint’ of chemical compositions, based on the frequency shift of the scattered 
light, which relates to transitions between different molecular vibration levels of the compounds in the sample [1-2]. These capabilities 
have proved useful to improve routine methods for cancer detection [3-4] and diagnosis [5], as well as for pharmaceutical analysis 
[6-8]. In this regard, a common methodology on the Raman spectra recorded relies on the analysis of principal components and linear 
discriminant analysis, which has proved robust and highly sensitive for the discrimination between different biochemical compounds 
[9-11]. In the present work we examine the distribution of Ciprofloxacin drug as an active ingredient, by means of the PCA applied on 
Raman spectra measured on both commercial samples from different laboratories and calibration samples prepared with known con-
centrations of the drug. We compared our results against mass spectroscopy measurements, and verified that a strong, linear dependence 
exists between the two. These results support the use of Raman spectroscopy for quantitative analysis of pharmaceutical compounds.

Results

Fig. 1 shows a representative processed Raman spectrum. Ciprofloxacin hydrochloride monohydrate presents different characteristic 
molecular vibrations at 638, 665, 718, 752, 787, 805, 1024, 1253, 1273, 1493, 1548, 1625 and 1708 cm-1. The PCA was done in 
the spectral window from 1595 cm-1 to 1650 cm-1. Within this range, the amplitude of the main peak, which is located at 1625 cm-1 
(attributed to n (COOH), n (C50)), is observed to increase with the concentration of ciprofloxacin.

Fig. 1. Spectral preprocessing. baseline correction and smoothing: red line-raw spectrum, black line-spectrum processed.
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In Fig. 2(a), we show the weight distribution for the first three principal components (PC1, PC2 and PC3). From the control group, 
the calibration curve was obtained based on the displacement of PC 1 as a function of the concentration of the active principle and 
the excipient (Fig. 2b). From our calibration, we were able to verify that the different laboratories have >80% of active principle in 
the tablets analyzed, as shown in Fig. 2(b).

Fig. 2. Results of the PCA applied to the spectral database. LEFT. Plotting of the first three main components (PC1 vs PC2 vs PC3), control samples 
and different laboratories. RIGTH. Calibration curve generated from PC1, and the other PC1 weights corresponding to the different laboratories 
are superimposed on the graph in order to verify the associated concentration.

Conclusions

In this paper, we demonstrated the potential use of Raman spectroscopy as a quantitative tool for pharmaceutical analysis. Specifi-
cally, we worked on both control and commercial samples (from different laboratories) ciprofloxacin. Our methodology consists on 
the application of PCA to the Raman spectral maps recorded, which allows measuring the mutual correlations between the different 
spectral groups. The results of this analysis were found to be strongly correlated with independent mass spectroscopy measurements, 
thus validating our approach. Importantly, the methodology presented is general and it can be extended to other pharmaceutical com-
pounds. The quantitative assessment provided by our approach can be useful either to improve the accuracy in the dosage in cases 
of delicate diagnoses, or to identify adulterations in the drug formulation.

Materials and Methods

Control samples. Reference compound: ciprofloxacin (Sigma Aldrich: CAS 85721-33-1, purity >98%). A solution of hydrochloric 
acid (HCl; CAS 7647-01-0) was added at +/-37.25% purity, obtaining ciprofloxacin hydrochloride monohydrate (six control sam-
ples with concentrations from 0% (Excipient: Starch) to 100%, in steps of 20%). Each concentration was mixed with the excipient 
starch to gauge at 100%. Commercial samples. Eight samples of commercial ciprofloxacin tablets from different laboratories were 
purchased in different establishments. Each sample was completely pulverized to carry out the measurements by Raman spectros-
copy. Spectral mapping Raman. An integrated Thermo Scientific DXR Raman Microscope system was used (laser excitation at 780 
nm, 24 mW, 40X objective). One gram of sample was used in all cases. All spectral blocks were recorded in the range from 100 cm-1 

 to 3300 cm-1 (25 spectra per sample; 6 control samples plus 8 commercial samples; 350 spectra in total). All Raman mappings were 
taken in a square region of 5 x 5 μm. Data processing. The complete spectral block (350 spectra) was processed using Matlab 2014b. 
All the spectra were subjected to a baseline correction and smoothing in order to eliminate background noise (see Fig. 1). Finally, 
a PCA was implemented, and the corresponding dimensionless values were selected for the construction the calibration curve and 
8-bit images representative of the concentration of the active substance.
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We report the charge transfer mechanism under visible 532 nm wavelength for detection of premium explosives like HMX, RDX 
and TNT, etc. in solid form using pulsed photoacoustic technique. The PEDOT plays the role of an effective sensing medium for 
the detection explosives when mixed in equal proportion and subjected to 532 nm wavelength without any chemical treatment. The 
study reveals that one milligram of PEDOT is sufficient to initiate the charge transfer mechanism between positive charge on the 
oxidised PEDOT and the lone pairs of electrons on the oxygen atoms of the nitro group of the explosives. The experimental results 
clearly show the shift of the NO2 vibration mode and reduction in the intensity of Raman bands.

The strength of enhanced PA signal for HMX, RDX and TNT were of the order of 4000, 636 and 4 times, respectively. We have 
also verified the Lewis acid based interaction in solid state form as predicted by Toggeler’s group [1]. Further, we used static optical 
pump and THz probe technique to identify the formation of new state of compound which is reflected in terms of change of refrac-
tive index for the first time.

1. Introduction

RDX, TNT and HMX do not absorb visible radiation, therefore, they can be detected either in UV region or in near infrared region 
using conjugated polymer matrix as a sensor. Most of the reports on optical detection of these explosives are based on photolumi-
nescence (PL) or fluorescence techniques which arise due to radiative decay. Our group has used solid graphite powder as a sensing 
medium to detect TNT in visible region [2]. In addition , many more reports are available for detection of explosives in vapor state 
[3-4]. However, in the present report efforts have focused on sensing three commonly used explosives: 2,4,6-trinitro-toluene (TNT), 
1,3,5-trinitro-1,3,5-triazinane (RDX) and HMX with PEDOT, a conjugated polymer matrix, using pulsed photoacoustic spectros-
copy technique .

2. Experimental arrangements

Fig. 1 shows the schematic arrangement for recording of PA signal of solid sample in PA cell made of Al . The sample were irradiat-
ing with a 532 nm wavelength (visible wavelength). Data were recorded at various incident laser energies such as 0.5 mJ, 1 mJ, 1.5 
mJ, 2 mJ and 2.5 mJ, respectively and the data acquisition time were 0.5 ms, 1.0 ms, 1.5 ms and 2.5 ms respectively. Solid samples 
were physically crushed into fine powder using motor pestle prior performing PA spectroscopy. Pristine conjugated polymer (PE-
DOT), pristine explosives (RDX, TNT, HMX) and PEDOT-explosive mixtures (PEDOT-TNT, PEDOT-RDX and PEDOT-HMX) 
are the samples of interest. The time domain PA signals for five different incident energies and four data acquisition time were re-
corded and converted into frequency domain using Fast Fourier Transform. The inset of fig. shows the charge transfer mechanism 
between PEDOT an d explosive molecules

3. Results and Discussion

The obtained results are shown in Fig. 2 (a,b and c) . it is very much clear in case of RDX the PA signal without PEDOT was below 
10mv which become more than 695 mV in case of RDX ,. Similarly for TNT and HMX the PA signal becomes from 25 mV to 160 
mV and 0.031 mV to 187mV , respectively.
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Figure 2: Plots of the various PA modes of frequency domain signal (a) PEDOT, PEDOT-RDX and RDX; (b) PEDOT, PEDOT-TNT and TNT; (c) 
PEDOT, PEDOT-HMX and HMX.

Acknowledgement

The Authors gratefully acknowledge the financial support provided by the DRDO, Ministry of Defence, Govt. of India under ACRHEM Phase –III 
No.ERIP/ER/1501138/M/01/319/D(R&D).

References

1.H. P. Martinez, C. D. Grant, J. G. Reynolds, and W. C. Silica Trogler,, J. Mater. Chem. (22), 2908( 2012)
2. K.S. Rao, A.K. Chaudhary, F. Yehya, Sensors Actuators B Chem. (231),830 (2016)
3. F. Yehya, A. K. Chaudhary, D. Srinivas, and K. Muralidharan, Appl. Phys. B 121, 193 (2015).
4. A. K. Chaudhary, K. S. Rao, and Sudheer Kumar Appl. Optics,55(6),1((2016) dx.doi.org/10.1364/AO.99.099999

Session C4: Spectroscopy III 



161

Session D1: Fundamentals / Phonons 

Photoinduced coherent acoustic phonons  
in phase change materials GeTe                          

R. Gu*(1), T. Perrault(1), V. Juvé(1), G. Vaudel(1), M. Weis(1), A. Bulou(1), N. Chigarev(2), S. Raetz(2),  
V. E. Gusev(2), Z. Cheng(3), H. Bhaskaran(3), P. Ruello(1)

1. Institut des Molécules et Matériaux du Mans, UMR CNRS 6238, Le Mans Université, 72085 Le Mans, France
2. Laboratoire d’Acoustique de Le Mans Université, UMR CNRS 6613, Le Mans Université, 72085 Le Mans, France

3. Department of Materials Science, University of Oxford, United Kingdom

pascal.ruello@univ-lemans.fr 

GeTe is a typical phase change material which shows both semiconducting and ferroelectric behaviors in its crystalline phase 
(□-phase). The Sb doped GeTe (GST alloy) is also famous since it is widely used in modern rewritable data storage devices (re-
writable DVD), which is called phase change memory devices. The writing/erasing process is based on the phase transformation of 
metastable amorphous into rhombohedral phase and vice-versa. In order to extend the capability of this class of materials to be used 
in modern photonics with ultrafast writing/erasing processes, a profound understanding of the electron and phonon dynamics must 
be obtained. In this study, we therefore investigate these dynamics at short time scale, i.e. in the frequency range of tens to hundreds 
of GHz. The sample under investigation is a GeTe thin layer (300-400nm) which is deposited on SiO2/Si substrate and covered by 
thin ITO layer. We used ultrafast optical spectroscopy method (two-color pump-probe) with an in-situ temperature monitoring [1,2], 
to investigate the electrons and phonons dynamics in GeTe lattice before and after the phase transformation at picosecond time scale. 
The spectrum of photogenerated/photodetected GHz acoustic phonons exhibits a drastic modification revealing large changes of 
optical, elastic and photoelastic properties of GeTe when the phase transition occurs. Only room temperature experiments in GST 
alloys were conducted up to now [3,4] and our results bring new insights in the description of the phase transformation. Besides the 
clear temperature dependence of the coherent acoustic phonon spectrum, the analysis of the acoustic pulse duration is discussed to 
establish the nature of the electron-acoustic phonon coupling mechanism involved in the light-induced generation process [5,6]. As 
shown in Fig. 1, a reasonable agreement is found between the detected signal and the calculated one while a clear discrepancy is 
observed for the crystalline phase whose origin will be discussed.

Fig. 1. Evolution of the picosecond acoustic pulses (two echoes) generated and detected in a thin film of GeTe when the material is transformed 
from an amorphous (blue) to a crystalline (red) phase. The solid (blue and red lines) correspond to a theoretical calculation showing a clear depar-
ture for the response in the crystalline material.
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Single crystals of layered ferroelectrics CuInP2(S,Se)6, AgInP2(S,Se)6, AgBiP2(S,Se)6 and CuBiP2Se6 have been grown and samples 
cut as plane parallel plates in two orientations, with surfaces perpendicular and parallel to the layered plane ab. An ac photopyroelec-
tric calorimetric technique has been used to measure the thermal diffusivity D along the layered planes as well as perpendicular to 
them in the range 30-350K, highlighting a strong thermal anisotropy in all cases; at room temperature, the thermal diffusivity along 
the layers is roughly thrice the one in a direction perpendicular to them, presenting typical values for thermal insulators, where heat 
is mainly transported by phonons. The ferrielectric transitions in CuInP2S6 and CuInP2Se6 are signalled as dips superimposed to the 
monotonous background of the thermal diffusivity. For CuBiP2Se6 a faint first order phase transition has been found around 136K, 
in agreement with an antiferroelectric transition found in literature [1] while there is no sign of phase transitions in any of the other 
samples in this thermal property. Fig. 1(a) shows D for the samples containing S.

The background heat capacity C for all compositions has been either extracted from literature [2] or calculated through the evalua-
tion of the phonon spectra using density-functional perturbation theory [3] (see Fig. 2 for AgInP2Se6, as an example) so that thermal 
conductivity k has been calculated by means of the equation k = C D.

It can be seen from Fig. 1(b) that ultra low values of thermal conductivity can thus be achieved playing with the concentration and 
the orientation of the sample. All samples, save for CuBiP2(S,Se)6, share a common behavior, with k following the law k ~ T-1 at 
medium temperatures, confirming the dominant role of phonon scattering above the Debye temperature, while softening the de-
crease at about double that value. The differences in the thermal and ferroelectric properties among the compounds are explained in 
terms of the following mechanisms: the size and site occupancy of the Cu (Ag) ions together with their effective hopping motions 
and the possibility to freeze them, the covalency degree in the bonds with S or Se, and, finally, the differences in stereochemical 
activity between In and Bi. 

Fig. 1. (a) Thermal diffusivity for the samples with S; (b) Thermal 
conductivity for the samples with Se. Symbols || and ┴ mean 
they are calculated along the layered planes or perpendicular to them.
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Fig. 2. Calculated phonon spectrum and 
phonon density of states for AgInP2Se6 
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We reinvestigate sound dispersion and attenuation in a SiO2 layer as a function of temperature over the range 20–300 K by picosec-
ond acoustics [1]. Indeed, thin films of amorphous SiO2 are key materials for a variety of applications. It is therefore of fundamental 
interest to investigate the dissipative mechanisms at the origin of acoustic losses in amorphous dielectric layers and in particular to 
compare them to those of the bulk material, including the prototypical vitreous silica v-SiO2. A pulse echo scheme is used, where 
a broadband strain-pulse (centered at 120 GHz) is detected in an Al transducer after propagating back and forth through the SiO2 
layer. The acoustic attenuation coefficient α within the SiO2 layer is evaluated by fitting the echoes to a mismatch model including 
an effective local law for the frequency dependence of attenuation over the band of the pulse. In this way, the T dependence of α in 
SiO2 layers could be extracted in this work for the first time.

In particular, these silica layers are found to have a similar anharmonic contribution to acoustic absorption than vitreous silica, 
while defects contribution decreases with frequency. We therefore explore acoustic modes in these silica layers at higher frequen-
cies where we can reach vitreous silica properties. Thanks to the use of GaAs/AlAs superlattices as sensitive phonon detector, we 
can reach the difficult but crucial frequency region between around 0.1 and 1 THz. Indeed, a rather universal property of glasses is 
that a large excess of modes exists, with a maximum density of states near 1 THz, forming the so-called boson peak. The acoustic 
modes are expected to be strongly affected as their frequency nears the boson peak. The onset of this effect, which is expected to be 
dominant in the 0.5 to 1 THz range, is observed here for the first time at low temperature.
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In this work we discuss the squeezing of phonoritons inside semiconductors from a theoretical point of view. When a semiconduc-
tor sample is illuminated by hight-intensity electro-magnetic radiation near the resonance, the occupation number of polaritons in 
the same mode is large and the interaction between polaritons and phonons become very important. This interaction leads to the 
formation of a new kind of elementary excitation called phonoriton, a coherent superposition of excitons, photons, and longitudinal 
acoustic phonons under Brillouin scattering of an intense polariton. The phonoritons have been studied theoretically and experimen-
tally and have been found in Cu2O. To illustrate the formation of phonoritons, after diagonalization, the Hamiltonian of a system of 
excitons, photons and phonons is written as the following

We found that the phonoritons are intrinsically squeezed and found the squeezed states, or so called ’low-noise’ states- the states of 
reduced quantum noise with reducing effect of vacuum fluctuation, for phonoritons. We introduce the new polariton-phonon mixed 
mode:

This mode leads to a two-mode squeeze operator, which will reveal the squeezed structure of the phonoritons.

From our results we also have the possibility to tune the squeeze amplitude, what is important both theoretically and experimentally. 
The results have been applied for phonoritons of inorganic-inorganic heterostructures.
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During propagation of laser radiation in any medium some part of its power is transformed into heat. Nonuniform heating is condi-
tioned by both spatial distribution of laser beam intensity and anisotropy of the heat conductivity, as well as by cooling mechanisms 
of the irradiated substance. In such case application of the thermodynamic temperature concept for mathematical description of the 
material heating has considerable limitations. In our opinion for correct characterization of physical phenomena related to interac-
tion of laser radiation with materials it is necessary to introduce novel “equivalent temperature” concept.
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Surface acoustic waves (SAWs) have been of great interest for the last 50 years, ever since the invention of interdigital transducers 
(IDTs) [1] and application of lasers for SAW generation [2]. SAWs in the ultrasonic range have been widely used in communication 
and signal-processing technologies, material characterization, photonic modulation, and optomechanics, for example.

One major drawback with IDTs is the need for a piezoelectric substrate for their operation. GHz SAWs can be excited by laser-in-
duced mechanical stress localized within the SAW penetration depth, i.e. their wavelength, provided that the laser intensity temporal 
spectrum contains these frequencies and the spatial spectrum on the sample surface contains the required SAW acoustic wavenum-
bers [3]. The intensity envelope of ultrafast laser pulses (of sub-ps and fs duration) do contain these required frequencies. Reaching 
the required wave numbers involves laser-induced grating patterns on the sample surface [4,5], or deposited metal gratings [6,7], 
down to sub-100-nm spatial periods [7-9]. However, gratings require several spatial periods, thus imposing a limit on miniaturiza-
tion.

Here we present experimental results for a miniaturized geometry for both optoacoustic excitation and detection of GHz SAWs, 
by means of a single nanowire SAW emitter and a single nanowire SAW receiver, localizing the transduction regions to ~70 nm in 
width.

Our emitter consists of a gold nanowire of thickness 50 nm, width 70 nm and length 5 mm on a glass substrate, whereas our receiv-
er consists of a line of nanorods each of thickness 50 nm, width 70 nm and length 210 nm, separated by 100 nm gaps (Fig. 1 (a)), 
forming a nanowire-like line of length 5 mm. This line is arranged to be at a distance of 5 mm from the nanowire.

We apply 200 fs duration laser pulses at 410 nm wavelength for the generation of the coherent surface acoustic waves on the left-
hand nanowire over a line source ~70 × 3 mm2 set parallel to the nanowire, and at 820 nm wavelength for the detection on the 
right-hand nanowire over a spot of diameter ~3 mm. The dimensions of the nanorods are chosen to increase the sensitivity of the 
detection process through their deformation by ensuring their longitudinal plasmon resonance is in the vicinity of the probe light 
wavelength [10-13], and the probe light is chosen to be polarized along the nanorods for optimum sensitivity. Figure 1(b) (top) 
shows the detected optical reflectivity change at the detector nanowire, corresponding to a time equal to the SAW propagation time 
from the left-hand nanorod. Figure 1(b) (bottom) shows the modulus of the temporal Fourier transform vs frequency. This indicates 
that SAW pulses centred at ~8 GHz are detected. Numerical modelling of the vibrations of the gold nanorods used for detection 
on the glass substrate reveals that the maxima in the detected frequency spectrum (Fig. 1(b), bottom) are in the vicinity of the two 
lowest longitudinal vibrational resonances of nanorod. Consequently, in the experiments the acousto-optic nano-detector effectively 
operates in vibrational resonance mode. 

Fig. 1. (a): SEM image of the gold nanowires deposited on 
a glass substrate for optical generation (left) and optical de-
tection (right) of coherent surface acoustic waves propagat-
ing to the right along the surface. (b) Transient reflectivity 
normalized variation δR/R detected by at 5 μm distance 
between the generator and the detector (top) and its tem-
poral Fourier spectrum (|FT|) (bottom), showing two main 
resonances.
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Our emitter consists of a gold nanowire of thickness 50 nm, width 70 nm and length 5 μm on a glass substrate, whereas our receiver 
consists of a line of nanorods each of thickness 50 nm, width 70 nm and length 210 nm, separated by 100 nm (Fig. 1 (a)), forming 
a nanowire-like line of length 5 μm. This line is arranged to be at a distance of 5 μm from the nanowire.

We apply 200 fs duration laser pulses at 410 nm wavelength for the generation of the coherent surface acoustic waves on the 
left-hand nanowire over a line source ~70 ´ 3 μm2 set parallel to the nanowire, and at 820 nm wavelength for the detection on the 
right-hand nanowire over a spot of diameter ~3 μm. The dimensions of the nanorods are chosen to increase the sensitivity of the 
detection process through their deformation by ensuring their longitudinal plasmon resonance is in the vicinity of the probe light 
wavelength [10-13], and the probe light is chosen to be polarized along the nanorods for optimum sensitivity. Figure 1(b) (top) 
shows the detected optical reflectivity change at the detector nanowire, corresponding to a time equal to the SAW propagation time 
from the left-hand nanorod. Figure 1(b) (bottom) shows the modulus of the temporal Fourier transform vs frequency. This indicates 
that SAW pulses centred at ~8 GHz are detected. Numerical modelling of the vibrations of the gold nanorods used for detection 
on the glass substrate reveals that the maxima in the detected frequency spectrum (Fig. 1(b), bottom) are in the vicinity of the two 
lowest longitudinal vibrational resonances of nanorod. Consequently, in the experiments the acousto-optic nano-detector effectively 
operates in vibrational resonance mode.

Our results demonstrate that through the optimization of nano-detector wires along with the wavelength and polarization of the 
probe light, experiments with nano-localized nanowire-to-nanowire transduction with pulsed SAWs in the GHz range are feasible. 
This research therefore provides promising avenues for future development of wide-frequency-band localized opto-acoustic trans-
ducers for SAWs up to 1 THz.
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Introduction

Thermal barrier coating (TBC) is one of the applications of ceramics. Thermal spraying is a typical method and is applied to the 
formation of TBC for high-temperature equipment such as gas turbines. In order to evaluate the thermal performance of the formed 
coating, a technique is required to measure the thermophysical properties of the coating nondestructively.

Measurement Theory

The thermophysical properties of thermal sprayed coatings were measured nondestructively using photoacoustic method. A sample 
placed in an enclosed space was irradiated with periodically intensity-modulated light, and the phase lag for the incident light was 
measured by an acoustic signal as its thermal response. The thermal diffusivity and thermal effusivity of the sample were determined 
by performing inverse analysis of the signal. The conventional RG theory was applied to optically thin samples where absorption 
is dominant. For samples with optical scattering, we developed a method that does not irradiate the sample directly with a laser.

Sample

As a measurement sample, a cylinder (60 mm in diameter) made of carbon steel S45C was used as a base. For the thermal spray 
coating, Al2O3· TiO2 (0.14 mm in thickness) whose optical absorption was dominant and YSZ (0.14 and 0.45 mm in thickness), 
which are typical materials for TBC, whose optical scattering was dominant were adopted. The sample surface was polished and Ra 
= 1.0 μm. For each material, three kinds of sample with different porosity were prepared, one sprayed under normal condition, one 
with doubled spraying distance, and one with diagonal spraying. Let Al2O3· TiO2 be samples (a), (b) and (c) in order, and YSZ be 
samples (d), (e) and (f). For Al2O3· TiO2, the optical flux was directly incident on the sample, and the thermal diffusivity and thermal 
effusivity were simultaneously measured based on the RG theory. On the other hand, for YSZ, we applied a new method that does 
not directly irradiate the sample with the optical flux. The thermal effusivity was first determined by adhering an optically opaque 
titanium thin plate (0.05 mm in thickness) to a thermally thick sample with 0.45 mm in thickness. The thermal diffusivity was cal-
culated by performing the same measurement on a thermally thin sample with 0.14 mm in thickness, with this thermal diffusivity as 
known. The pressing pressure was set to 600 N where no effect was observed.

Results and Discussion

The measurement results of Al2O3· TiO2 (0.14 mm in thickness) are shown in Fig. 1. The target samples are (a) and (b). The experi-
ment was performed three times each, and the measurement precision was estimated to be less than about 10%. The solid and dotted 
lines in this figure represent the phase delay calculated from the thermophysical properties determined as the optimum values from 
the measured values. Figure 2 shows the measurement results of YSZ (0.14 and 0.45 mm in thicknesses). The target sample is (d). 
The solid line in Fig. 2 represents the phase lag calculated for the coating with 0.14 mm in thickness. The measurement results of the 
samples with different thickness were different in the low frequency range. It was judged that the coating of 0.45 mm in thickness 
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was thermally thick and that the heat was sufficiently attenuated in the coating, and the thermal effusivity was first determined. Next, 
the thermal diffusivity was calculated using the measurement result of the coating with 0.14 mm in thickness that the heat could 
reach to the base, with the thermal effusivity as known. It was found that the thermal diffusion performance decreased as the porosity 
increased in both samples. The porosity was calculated by binarizing from a photomicrograph magnified 500 times of the sample 
cross section. The same tendency was seen for the thermal effusivity. The thermal diffusivity of Al2O3· TiO2 (0.655 mm in thickness) 
and YSZ (0.698 mm in thickness) sprayed under normal condition was also measured by the laser flash method and compared with 
the measurement results obtained by photoacoustic method. As a result, the difference was about 10% and about 25%, respectively.

Conclusions

Thermophysical properties of thermal sprayed coatings could be measured nondestructively by the photoacoustic method regardless 
of the scattering characteristics of radiation. It was found that the higher the porosity, the lower the thermal diffusion performance. 
The measurement precision was confirmed by repeated measurement, and the results were compared with the measurement results 
by the laser flash method, and good results were obtained.
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The absorption of short light pulses (pump light) in a medium may generate coherent acoustic waves therein, and their propagation 
can be detected by the delayed light pulses (probe light) through the transient optical reflectivity change. In transparent media, the 
reflectivity change shows long-lasting oscillation, so called Brillouin oscillation, which corresponds to the observation of Brillouin 
scattering in time-domain and provides opportunity to evaluate acoustical, optical, and photoelastic properties of the medium.

The usage of the grating structure formed on the surface of the transparent medium has been reported to monitor simultaneously the 
multiple Brillouin frequencies necessary for the precise material evaluation [1]. This is achieved via the diffraction of probe light by 
the grating before and/or after the light scattering by the acoustic waves. The study, however, has been limited only to the longitudi-
nal acoustic waves, though it has been pointed out that the shear acoustic waves may also be generated by the grating-shaped source 
[2]. From the viewpoint of the material evaluation, it is desirable to get the information for both longitudinal and shear acoustic 
waves to get the full information of the elastic properties of the medium. The failure of the shear wave detection could be attributed 
to the choice of experimental configuration: the most of convenient configurations, such as normal incident probe light to the sam-
ple, for example, have too high symmetry and are not suitable for the shear wave detection [3].

Generally, the incident probe light induces the electric dipole moment in the medium. This induced dipole may be modulated by the 
acoustic waves through the photoelastic effect. The Brillouin oscillation is a result of interference between the light emitted from the 
modulated dipole and the non-modulated light. In an isotropic medium, the Brillouin scattering caused by the shear acoustic wave 
is efficient if the shear polarization has finite component perpendicular to the plane defined by the probe light before and after the 
scattering by the acoustic waves.

In this paper, we carry out the measurement with low symmetry probe configuration to detect the shear acoustic waves. The sample 
is a fused silica substrate (1 mm thickness) with Aluminum grating of 380 nm period. A standard optical pump-probe setup with 
a Ti-sapphire regenerative amplifier (wavelength 795 nm, pulse width < 200 fs, repetition frequency 260 kHz) is used. The probe 
light is incident on the surface without the grating. The expected shear acoustic wave polarization is in the plane perpendicular to 
the grating rods. To fulfill the condition for the shear acoustic wave detection, we use the following configuration for the probing: 1) 
First the sample is held perpendicular to the incident probe light. The incident probe light and the sample grating rods are in parallel 
to the optical table. 2) The sample is rotated with respect to the axis perpendicular to the table by 45o so that the reflected light is in 
parallel to the table and forms the right angle to the incident probe light. 3) Then the sample is further rotated (in our case by 48o) 
with respect to the axis in parallel to the grating rod so that the first order diffracted probe light is almost in parallel to the table. The 
transient intensity change in the first order diffracted probe light is monitored.

Fig. 1. Fourier spectrum of the Brillouin oscillations. The symbols are the calculated frequencies. +: longitudinal, x: shear.
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Figure 1 shows the Fourier spectrum of the obtained Brillouin oscillation with the marked theoretically predicted frequencies for the 
longitudinal (vl =5968 m/s) and shear (vt =3764 m/s) sound velocities and the refractive index n =1.47. The peak around 24 GHz well 
agrees with the prediction for the shear waves. This opens a broad way of application of the time-resolved Brillouin measurement 
with grating structure for various material evaluations.
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The coherent interaction between optical and acoustic waves via stimulated scatterings (SS), mainly via stimulated Brillouin scatter-
ing (SBS) or stimulated low-frequency Raman scattering is an effective tool for manipulating light spectra in the gigahertz range. By 
using SBS, it is possible to obtain pulsed electromagnetic radiation in the optical range with modulation in the gigahertz frequency 
range. Modulation of the spectrum means the appearance in the spectrum of the scattered radiation the spectral components whose 
displacement relative to the line of exciting laser radiation lies in the gigahertz range. SBS generation gives the possibility to get 
several spectral Stokes and anti-Stokes components spaced by the spectral interval lying in the gigahertz range. The exact value of 
the spectral shift is defined by the acoustical properties of the active medium used. SLFRS is the stimulated analogue of sponta-
neous low-frequency Raman scattering [1], which represents inelastic scattering of electromagnetic radiation on acoustic vibrations 
of nano- and submicrometer particles. The frequency shift of the SLFRS is defined by the morphological properties of the particles 
used and can be easily varied in the range from several gigahertz up to terahertz by choosing for SLFRS excitation different nano or 
submicron particles systems. The very important characteristics of any type of stimulated scattering of light especially for practical 
applications are conversion efficiency and the threshold value. One of the most common ways to improve these characteristics is 
the use of intracavity stimulated scattering of light. Different schemes of intracavity scattering excitation make it possible to reduce 
the threshold value of the intensity of exciting laser radiation and to increase its conversion efficiency, which is actually equivalent 
to using optical feedback. Intracavity SBS allows not only lowering the threshold and increase the conversion efficiency but can 
be used for gigahertz comb generation. Also, intracavity SBS can be efficiently used to get the passive Q-switching mode at wave-
lengths for which conventional saturated absorbers are absent [2]. In this case, such effects as wave phase conjugation during SBS 
play an important role to achieve a high quality of the spatial distribution of laser radiation [3].

In the present work, we experimentally studied intracavity SLFRS for different submicron particles systems. We defined the thresh-
old, conversion efficiency and SLFRS spectral structure (frequency shift and a number of the spectral components).

The frequency shift of SLFRS ranges from several GHz to 30 GHz for various systems. SLFRS modes together with frequency shift 
of SLFRS are controlled by nanoparticle’ s morphology.

Materials and Methods

The experimental setup for intracavity SLFRS generation was based on a ruby laser (wavelength 694.3 nm, pulse duration 20 ns, 
spectral width 0.015 cm-1) (Fig. 1).

Fig. 1. Experimental scheme. (1) 99% mirror, (2) Q-switch (cryptocyanine solution in ethanol), (3) low-frequency Raman active medium (4) ruby 
rod with pumping lamps, (5) output mirror, (6) optical system, (7) Fabry Perot interferometer, and (8) interference pattern measuring system.

A few different nanosized media were studied upon excitation by radiation of the nanosecond ruby laser: aqueous suspensions of 
latex nanoparticles (average size of particles 200 and 600 nm) and silver nanoparticles (500 nm).

Table 1. Parameters of nanosized media of different nature, which were used in the experiment as a low-frequency Raman active 
medium for optical comb generation.
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The cell with an experimental sample was placed in the laser cavity of 0.5 m length. The laser pulse energy, duration, and the spectral 
composition of radiation were controlled during every experiment. The sample parameters and frequency shift of the intracavity 
SLFRS are presented in Table 1. For latex particles, only one Stokes component was registered for each size and for silver particles 
two Stokes components were registered. SLFRS spectral shifts for both cases agree well with the values of the acoustic frequencies 
of the particles used.

So, the intracavity SLFRS can be used as a spectral method for nano and submicron particles systems investigation and also as an 
effective source of radiation with a given spectral profile namely modulated in the gigahertz range.
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Topologically disordered systems are characterized by macroscopic anomalies which characterize as a whole them with respect to 
long-range ordered solids. In particular, a hump over the level predicted by the Debye theory is observed in their specific heat, relat-
ed to an excess over the Debye level of the Vibrational Density of States (VDOS). Even if the effort to link macroscopic anomalies 
to microscopic properties, extensively substantiated by the scientific literature, did not merge into a unified theory, it is noteworthy 
that all existing theories beg the question of the effect of elastic disorder on acoustic excitations at mesoscopic scale [1-4]. In this 
context, particular attention was drawn to the so-called Rayleigh anomalies [2,4]. They consist in a strong increase of the acoustic 
modes attenuation and softening of their phase velocity with respect to its macroscopic value. An acoustic excitation in a three-di-
mensional material is, however, characterized by its phase velocity, amplitude and polarization. The Rayleigh anomalies highlight 
how elastic disorder can affect the first two properties. Concerning polarization, acoustic excitations with mixed polarization (de-
polarization) have been observed by both Inelastic X-ray Scattering (IXS) and Inelastic Neutron Scattering (INS) experiments in 
several amorphous solids [5-7]. This latter phenomenon, however, has never been related to Rayleigh anomalies and quantitatively 
described as a phenomenon also originating from the disordered nature of the medium. This goal could in principle be grasped 
by solving the so-called Dyson equation, introduced in the framework of the Random Media Theory (RMT), which describes the 
ensemble averaged elastodynamic response of the system to an impulsive force [8]. The unavoidable recourse to approximate solu-
tions, however, can hamper this task because of their limited range of validity in the acoustic excitations wavelength (l) domain. The 
Rayleigh anomalies and the mixing of polarizations arise at different l, respectively for l much lower or of the order of the average 
size of inhomogeneity domains (a), typically ~ nm in glasses. This makes difficult the building of an approximate solution encom-
passing both the wavelength ranges.

Materials and Methods

In the framework of the RMT we developed an approximate solution of the Dyson equation, so-
called Generalized Born Approximation (GBA) [9], holding up to λ~α. Theoretical results was 
corroborated by experimental characterization of longitudinal acoustic dynamics and VDOS, 
obtained respectively by IXS and INS, of 1-octyl-3-methylimidazolium chloride ([C8MIM]
Cl) glass. The acoustic dynamics of a glass has been characterized in the present work with 
unprecedented precision in the wavevectors region where the mixing of polarizations occurs. 
Though the experimental methodology is standard, the choice of the testing material is not. 
The recent increase of discover of novel materials with the consequent establishment of a wide 
range of heterogeneous structures at nanoscale, which can be experimentally characterized and, 
in some cases, tuned, offers indeed nowadays the opportunity of an unambiguous testing of the 
theory. The local structure of [C8MIM]Cl glass at nanoscale has been largely characterized both 
by experiments and MD simulations [7,10], thus permitting to fix non-trivial input parameters of 
the theory, such as α. 

Results and Conclusion

The GBA permitted to achieve a quantitative, experimentally corroborated and unified 
description of acoustic dynamics properties in topologically disordered systems in-
cluding both the Rayleigh anomalies and the mixing of longitudinal and transverse po-
larizations [4]. Their predictions are in qualitative agreement with experimental char-
acterization of amorphous solids reported in literature. Comparison with experimental 
features of [C8MIM]Cl showed an excellent agreement. Fig. 1 shows, as an example 
of results, the projection in the wavevector (q) - Energy (E) plane of the longitudinal 
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current spectra, CL(q,E), (Panel 1) and of the dynamic structure factors, SL(q,E), (Panel II) obtained by relying on GBA. The q trend 
of the longitudinal characteristic energy, corresponding to the maximum of CL(q,E), is highlighted. The mixing of polarizations, 
taking shape in the presence of a peak-like feature in SL(q,E) and CL(q,E) at energies near the ones characteristic of the transverse 
mode, is clearly observable at sufficiently high q. Symbols in Panel I mark experimental outcomes for the characteristic energies. 
The proposed model can be thought as a starting point for describing acoustic dynamics in glasses, composites, ceramics and geo-
physical systems. Since in solids acoustic excitations lead heat transfer, a reliable modeling of their properties can furthermore pave 
the way to identify the topological properties possibly forging the characteristics of these media as heat conductors.
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Besides many other measurable physical properties, the optical absorption and fluorescence spectrum of materials are changing 
with temperature, opening a pathway to measuring local temperature and temperature changes by optical probing. In this work, we 
report on the use of fluorescence thermometry1-4 for monitoring the evolution of temperature after impulsive photothermal heating 
of glycerol1 and extract from that the frequency dependence of the heat capacity in a wide range of frequencies. We also present our 
latest results on the exploitation of the proportionality between the photoacoustic signal strength and the optical absorption at the 
generating location, in combination with multispectral photoacoustic imaging5, to obtain a 2D/3D image of the temperature distri-
bution in a region of interest.
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The versatility of controlling optical radiation offers a broad platform for exciting sound waves with widely differing characteristics through the 
photoacoustic effect. The moving photoacoustic source represents a typical example of taking advantage of the controllability of the laser beam. 
In particular, it has been shown that a Gaussian source moving at sound speed in a one-dimensional geometry will give rise to a plane wave 
whose amplitude increases with time without bound in the linear acoustic regime [1]. The first part of the talk will be focused on the properties 
of photoacoustic waves from moving sources in one, two, and three dimensions [2]. A frequency-domain technique based on the moving optical 
grating for trace gas detection will be introduced as well [3].

Fig. 1. Evolution of the maximum pressure with time when the source moves at the sound speed in different geometries. Due to geometric diver-
gence, the pressure grows more slowly as the dimensionality increases and is eventually bounded in the three-dimensional case. This figure is 
adapted from Ref. 2 where the exact formula and parameters can be found.

Apart from laboratory applications, moving optical sources can also be found in natural events on the planetary scale such as the 
rotation of the earth terminator and the supersonic motion of moon shadow during the solar eclipse. Inspired by this connection, the 
second part of the talk will transit to the photoacoustic effect in a stratified atmosphere where the gravitational force will come into 
play and complicate the generation and propagation of the pressure waves. A generalized photoacoustic wave equation along with 
its associated Green’s function will be introduced [4]. Properties of pressure waves generated from several typical optical excitation 
schemes will be covered as well.

Fig. 2. Pressure waveforms resulting from a pulsed point source in the earth atmosphere. Apart from the bipolar acoustic waves as shown in (a), a 
low-frequency gravity wave as a result of the balance between the gravity force and the buoyant force is also found (b). This figure is adapted from 
Ref. 4 where the exact formula and parameters can be found.

At last, a differential pyrometer capable of detecting temperature variations on the microkelvin scale will be introduced. Infrared 
pyrometry refers to a noninvasive method of using infrared emission from an object to determine its temperature. However, the 
sensitivity of commercial infrared pyrometers is merely on the order of subkelvin scale which hinders their use in determining small 
temperature variations. In the last part of the talk, a sensitive differential pyrometer will be introduced which makes use of a resonant 
mirror and a liquid nitrogen cooled HgCdTe detector for radiation modulation and detection. Its capability of detecting microkel-
vin-scale temperature changes holds promise in monitoring the dynamics of chemical or biological systems.
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Fluorescent probes, being molecular in size, allow temperature measurement to be performed locally and accurately with minimum 
interference with the medium being characterized. They provide a non-contact, all-optical, and emissivity independent approach 
for designing optical detection systems whereby changes in fluorescent intensity, spectral position, polarization, lifetime, and band-
width of fluorescence can provide a local measurement of temperature [1]. Among these, intensity-based methods tend to be the 
most cost-effective approach to implement as it requires relatively simple instrumentation and data analysis. However, due to the 
effect of electrical, mechanical, and optical instabilities of the measurement arrangement, the accuracy of the intensity-based meth-
ods is hampered. In order to solve this problem, ratiometric fluorescence thermometry, which is based on the fluorescence intensity 
ratio at four selected emission bands, is proposed.

In this work, a ratiometric fluorescence thermometry approach is presented. The fluorescence intensity at different emission bands 
was recorded at temperatures ranging from 200K to 290 K with a step of 0.1 K. A neural network (NN) [2] was trained to extract 
the temperature from the spectrally resolved fluorescence data. The approach was implemented for monitoring the photothermally 
induced dynamic temperature evolution in Rhodamine B dyed glycerol, with the goal to extract information on the frequency de-
pendence of the heat capacity.
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Ultrafast laser pulses incident on metals can lead to the generation of coherent phonon wave packets with frequencies in the giga-
hertz to terahertz range [1,2]. Material characterization using such ultrafast laser-induced ultrasound pulses provides access to a 
frequency range that is inaccessible by any other means. Our objective is to study the optical and acoustic properties of materials 
by generating and detecting ultrasound waves with ultrafast laser pulses. To generate high frequency acoustic waves in a way that 
also optimizes their detection, we use a pair of crossed 40 fs femtosecond pump pulses at 400 nm wavelength to project interference 
fringes on the surface of thin metal films. Because ultrasound is only generated in the interference maxima, this approach produces 
a spatially periodic array of acoustic pulses. The acoustic pulses propagate through the film and are reflected at the back surface. A 
delayed probe pulse (30 fs, 800 nm) then detects the returning acoustic echo by detecting a change in the optical response that occurs 
every time an acoustic echo returns to the surface. Because a periodic array of ultrasound waves was produced, we can detect the 
first order diffraction of the probe beam by this ‘acoustic grating’. By performing these measurements in thin free-standing metal 
membranes, the influence of substrate interfaces is eliminated, and acoustic attenuation is only caused by propagation in the metal, 
providing clean measurements of the metal parameters without external factors.

Fig. 1. Diffraction efficiency measurement (dots) on (a) a 500 nm Au free-standing membrane and (b) 400 nm Al free-standing membrane as a 
function of pump-probe delay. The solid lines are model calculations. Note that the model calculations shown here are not least-squares fits. The 
best-fit results that include multiple physical effects will be presented.

In parallel, we developed an advanced numerical model that captures the generation, propagation and detection of these acoustic 
waves. Evaluation of this model is sufficiently fast and accurate to perform least squares fitting of the experimental data, which 
enables quantitative extraction of multiple electronic and acoustic properties of thin metal films in this hitherto nearly inaccessible 
frequency range.

Figure 1 shows measured data on a 500 nm thick Au free-standing membrane and on a 400 nm Al free-standing membrane, along 
with model calculations. We find that we can accurately extract electron-phonon coupling, longitudinal speed of sound, acoustic 
attenuation and dispersion, as well as thermo-optic coefficients of the investigated materials by a least-squares fit of the model to 
the measured data. Note that the model calculations shown here are not least-squares fits. The best-fit results that include multiple 
physical effects will be presented.

We will present our methods and latest results on different materials, as well as our progress towards the detection of buried nano-
structures through optically opaque layers.
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In semiconductor device manufacturing, it is often necessary to optically detect the presence of micro/nano structures buried under-
neath many dielectric and metallic layers. An example of a buried structure is a so-called alignment grating, which is a grating etched 
in Si. When light is diffracted off such a grating, a small change in position of the wafer changes the phase difference between the 
-1st and +1st order diffracted light beams, which can be used to determine the position of the wafer with great accuracy. However, 
when optically opaque dielectric and metallic layers are deposited on top of these gratings, it becomes very difficult to detect them. 
Here we demonstrate that we can detect the presence of grating buried under optically opaque metal and dielectric layer using pho-
toacoustics in a fs-pump-probe scheme.

Detection of Au grating underneath 500 nm Au

Fig.1 (a). Schematic of a buried 10 nm amplitude Au grating on 500 nm of Au on glass. Pump and probe pulses illuminate the sample from the 
glass side. (b) The experimentally measured diffracted probe signal plotted as a function of pump-probe delay.

We fabricated Au gratings on top of flat layers of Au on a glass substrate and performed pump-probe experiments from the substrate 
side. Hence, both the 400 nm pump pulse and the 800 nm probe pulse see a nominally flat surface and the grating is effectively 
optically hidden (Fig. 1(a)). The femtosecond pump pulse generates an acoustic wave in the metal layer that propagates through 
the metal and reflects off the buried grating. The acoustic wavefront returning to the Au-glass interface now has a shape resembling 
that of the buried grating. This gives rise to a ‘grating-like’ strain wave at the Au-glass interface. A delayed probe pulse diffracts off 
this grating and the diffracted signal is plotted as a function of time delay between the pump and the probe pulse. Fig. 1(b) shows 
the time-dependent diffracted probe signal for a 10 nm Au gratings buried underneath 500 nm Au. The time-dependent diffraction 
signal we observe in our measurements is proof that we detect the presence of the “buried” grating by measuring optical diffraction 
off an acoustic copy of the grating near the glass/metal interface. The 400 nm pump pulse which has a penetration depth of 15 nm in 
Au, excites the top layer of Au at the Au-glass interface. Due to the low electron-phonon coupling strength of Au, the hot electrons 
diffuse deep into the thick Au layer and heat up the region much larger than the optical penetration depth, up to 250 nm. The rapid 
heating of the lattice leads to a rapid expansion of the lattice which launches a longitudinal acoustic wave packet with an expected 
spatial extent corresponding to this electron energy diffusion depth. The slow, early, rise of the diffraction signal versus time is due to 
the arrival of part of the acoustic wave that has been generated deep inside the gold layer and thus is the earliest to reflect off the bur-
ied grating and to arrive at the glass/Au interface. The signal slowly increases for time delays up to 300 ps when the acoustic wave 
generated at the Au-glass interface returns to the Au-glass interface after reflecting off the buried grating. A part of the acoustic wave 
that reflected off the buried grating also enters the glass substrate after one round trip. The grating-shaped acoustic wave modifies the 
optical constants in glass due to the photoelastic effect (Brillouin scattering). This signal coherently adds up to the diffraction signal 
we measure and explains the peaks in between the two major maxima. The complex time-dependent diffraction signal we observe 
is well reproduced by numerical simulations.
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Detection of grating underneath a complex sample

Fig.2 (a). Schematic of the experiment: The 400 nm pump and the 800 nm probe pulses illuminate a 125 nm flat Au layer with alternating layers of 
18 nm silicon oxide and silicon nitride with a 10 nm gold grating on buried underneath. (b) The experimentally measured diffracted probe signal 
plotted as a function of pump-probe delay.

This technique also works for more complicated samples that are similar to those used in the semiconductor manufacturing industry. 
We fabricated a sample that partially mimics the materials/structure used in the fabrication of 3D NAND memory. The sample has 
alternating layers of silicon oxide and silicon nitride between the flat gold layer and the grating, as shown in Fig 2(a). In Fig 2 (b), 
we plot the time-dependent diffracted probe signal from the grating buried underneath the metal and dielectric stack. We emphasize 
that the observation of diffraction in itself implies an acoustic grating at the Au-glass interface, caused by the buried grating. We 
will present results obtained on more complicated samples consisting of 20 layers, as well as the dependence of the electron-phonon 
coupling strength of the flat metal layer on the time-dependent diffraction signal.
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 Pulsed thermography is a well-known non-destructive testing technique and has proven to be a valuable tool for examination of 
material defects, to determine thermal material parameters, and the thickness of test specimens through calibration or mathematical 
models [1-4]. However, the application to semitransparent materials is quite new and demanding, especially for semitransparent 
materials like epoxy, polyamide 12, or glass fiber reinforced polymers with epoxy or polyamide matrix.

In order to describe the temporal temperature evolution in such materials, which are recorded with an infrared camera during pulse 
thermography experiments, much more influences have to be considered, compared to opaque materials:
· The wavelength of the excitation source and the spectral range of the infrared camera
· The angles between the specimen, the excitation source and the infrared camera
· The area behind the specimen
· The roughness of the material surface
· The scattering mechanism within the material
Here, we will consider all these influences and describe how they can be treated mathematically in analytical (based on [5, 6]) or 
numerical models (using COMSOL Multiphysics software). These models describe the temperature development during the pulse 
thermography experiment in reflection and transmission configuration. By fitting the results of the mathematical models to experi-
mental data it is possible to determine the thickness or the optical and thermal properties of the specimen.
As an example for different roughness of the material surface, Figure 1 shows the experimentally obtained temperature differences 
of the surface of an uncoated pure epoxy specimen in reflection configuration of a pulse thermography experiment. One part of the 
front surface is roughened through 320-grit sandpaper (dots) and the other part is untreated (crosses). The sample was heated for 
0.47 s with a widened laser beam with a wavelength of 840 nm and an energy density of 19.7 kW/m2. The temperature was recorded 
with an infrared camera being sensitive from 3 µm to 5 µm.

Figure 1: Results of laser pulsed thermography experiments performed in reflection configuration for a pure epoxy test specimen of 4 mm thick-
ness. The experimentally obtained temperature difference by an infrared camera (grey dots and crosses) as well as the results of a fit using the 
proposed mathematical model (solid lines) are shown.

Taking into account the roughness of the material through surface absorption, the temperature development for both parts of the 
sample can be determined with a mathematical model (solid line) with the same set of parameters, only the front surface absorption 
and the front surface reflectivity changed due to the surface roughness.
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Long pulse thermography (LPT) is an emerging non-destructive techniques that has been used for damage assessment in both me-
tallic and composite components. This paper provides two analytical model for defect depth quantification in carbon fibre reinforced 
plastic specimen (CFRP) specimen by long pulse thermography. The methods are focused on the depth determine of flat-bottomed 
hole defects. The peak temperature-contrast method and peak temperature-contrast slope method are chosen for processing the 
thermal images data. The theoretical analysis and the experimental results reveal that the peak temperature-contrast time depends 
on the depth and the diameter, whilst the contrast time slope is proportional to the square of the defect depth but does not depend 
on the defect diameter.

1. Introduction

Long pulse thermography (LPT), which contained the simplest means of applying a thermal stimulation to a surface to a high in-
tensity heat source for a few seconds, can be effective for some favourable applications. In long pulse thermography, the infrared 
camera recorded the thermal images during the test sample cools down, after the samples is heated for a selected period of time. The 
technical advantages of long pulse were that it produced higher heating energy easily than pulsed thermography which depended on 
high heating impulse to provide high energy.

2.Theoretical Analysis of LPT method

2.1 Peak temperature-contrast method

The LPT thermal contrast of a plate at the defect surface,Tc (t), can be represented by the integration of the impulse response function [5]:

where, q is the heat power density created by the absorption of optical energy from lamps applied for a duration of tp.D and d is 
defect’s diameter and depth, respectively. L is the specified thickness of the plate.

Fig.1. contrast time tc as a function of the square of depth by analytical data (equation model). The parameter tc was influenced by defect diameter.

Long pulse thermography has one more parameter compared with pulse thermography, which is heating time tp. In order to consider 
the relationship of tp parameter with peak contrast time tc, the same defect depth (3.5 mm) and diameter (14 mm) were chosen with 
different heating time. Figure 2 showed the temperature contrast as a function of recording time with different heating time. The peak 
contrast time was almost a constant. For the following analysis, the heating time was set to 2 sec.
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2.2 Peak temperature-contrast slope method

The slope or first derivative of the temperature contrast has been examined for the prediction of the depth. The dimensionless tem-
perature-contrast slope can be expressed as

It was found that the slope reaches a maximum at an early time instant. The value of ts was approximately proportional to the square 
of the defect depth (d2), and the proportionality coefficient did not depend on the defect size.

Fig.2.contrast time slope ts as a function of the square of depth by analytical data (equation model) (for defect depth 5 mm to 20 mm)
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In this work, we address the challenge of measuring the thermal diffusivity of moving samples. In particular, we focus on samples 
moving at constant velocity since it is the case of in-line production or in-line inspection in factories, where heterogeneities, i.e. local 
changes in the properties, must be detected in real time, without stopping the production chain. The method we propose is based on 
illuminating the moving sample with a modulated laser spot, which remains at rest, and recording the surface temperature with an IR 
video camera. First, we have obtained an analytical expression for the surface temperature, which predicts that while the isotherms 
of the amplitude of the temperature are elongated due to the sample movement, the isophases remain concentric circumferences. 
Figure 1 shows the experimental amplitude and phase thermograms obtained on an AISI-304 stainless steel sample that is moving 
along the horizontal direction at ν = 10 mm/s. The surface is heated by a focused laser spot, which remains at rest, and is modulated 
at ƒ= 1 Hz. This result confirms the surprising decoupling between the amplitude and phase of the surface temperature in moving 
samples.

Fig. 1. Experimental amplitude and phase thermograms for an AISI-304 sample moving to the right at ν = 10 mm/s and heated by a laser beam 
modulated at ƒ = 1 Hz.

Regarding the amplitude and phase profiles along the transverse direction with respect to the sample movement, it is shown that they 
behave linearly as a function to the distance to the laser spot. The slopes (m) verify

which allows measuring the thermal diffusivity of the sample D in the direction perpendicular to the motion.
Moreover, the amplitude and phase profiles along the direction of the sample movement also behave linearly as a function to the 
distance to the laser spot. In this case, the phase slope satisfies

               
where b = 2.72 and c = 1.273. From this expression, the thermal diffusivity of the sample in the direction of motion can be obtained.
Figure 2a shows the experimental amplitude and phase profiles of the surface temperature along the transverse direction with respect 
to the sample movement for the AISI-304 sample with ƒ = 1 Hz and ν = 5 mm/s. As predicted by the model, both amplitude and 
phase behave linearly but the slope of the phase is lower than the slope of the amplitude. By using Eq. (1), the thermal diffusivity is 
obtained: D = 3.6 mm2/s, which agrees with tabulated data.

In Fig. 5b we show the phase profile along the direction of the sample movement for the same values of frequency and velocity. As 
can be observed, the profile is a straight line from whose slope the thermal diffusivity is obtained using Eq. (2): D = 3.5 mm2/s, which 
is consistent with the value obtained from the transverse profiles and in agreement with the literature data.
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Fig. 2. (a) Experimental amplitude and phase profiles along the transverse direction and (b) longitudinal phase profiles for AISI-304 at ƒ = 1 Hz 
and ν = 5 mm/s.
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Thermographic nondestructive evaluation (NDE) is based on the interaction of thermal waves with inhomogeneities. These inho-
mogeneities are related to sample geometry or material composition. Although thermography is suitable for a wide range of inho-
mogeneities and materials, the fundamental limitation is the diffusive nature of thermal waves and the need to measure their effect 
radiometrically at the sample surface only. The propagation of the thermal waves from the heat source to the inhomogeneity and to 
the detection surface results in a degradation in the spatial resolution of the technique. A new concerted ansatz based on a spatially 
structured heating and a joint sparsity of the signal ensemble allows an improved reconstruction of inhomogeneities [1, 2]. As a first 
step to establish an improved thermographic NDE method, an experimental setup was built based on structured 1D illumination 
using a flash lamp behind a mechanical aperture [1]. As a follow-up to this approach, we now use direct structured illumination 
using a 1D laser array [3, 4]. The individual emitter cells are driven by a pseudo-random binary pattern and are additionally shifted 
by fractions of the cell period. The repeated measurement of these different configurations enables to illuminate each spot of the 
sample surface in lateral direction. This allows for a reconstruction that makes use of joint sparsity. The measurement procedure is 
illustrated in Fig. 1.

Fig. 1: Experimental setup for generating thermographic data that is suitable for super resolution image reconstruction in transmission configura-
tion. The binary pattern generator controls the VCSEL array cells randomly so that blind structured laser illumination is realized. Using a linear 
stage enables to shine on different spots on the sample surface. The sample is a 3 mm thick blackened steel sheet where aluminum foil is glued 
on the sample front surface. The sample front view shows an example of an illumination pattern since the VCSEL array has 12 laser lines (cells) 
that are controlled randomly. In this case 3 of the 12 VCSEL array cells are turned on (illumination pattern). An absorption pattern was applied to 
the sample surface by cutting slits into the aluminum foil. This leads to increased heating in the slit region. The absorption pattern contains 5 slit 
pairs with varying distances (3.0,2.0, 1.3, 0.9, 0.6 mm). The goal is to resolve even the slit pair with the smallest distance using the IR camera in 
transmission configuration. For this reason multiple measurements at different positions are done.

The measured data set is processed using super resolution image reconstruction algorithms such as the iterative joint sparsity 
(IJOSP) algorithm. Using this reconstruction technique and 150 different illumination patterns results in a spatial resolution en-
hancement of approximately a factor of four compared to the resolution of 5.9 mm for homogeneously illuminated thermographic 
reconstruction [5]. The reconstruction result is shown in Fig. 2.
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Fig. 2: Reconstruction results after applying super resolution reconstruction algorithm IJOSP (blue curve) vs mean over pixels in height and all 
measurements of thermographic raw data (red curve)

Further, new data processing techniques have been studied before applying the IJOSP algorithm that are more performant or less 
prone to errors regarding image reconstruction. The choice of regularization parameters in data processing as well as experimental 
parameters such as the illumination pattern as a variable heat flux density (i.e., the Neumann boundary condition for convolution 
with the constant Green's function) have a big influence on the reconstruction goodness. With analytical-numerical modelling and 
numerical FEM simulations, we studied the influence of the experimental parameters on the result of the non-linear IJOSP recon-
struction. This has also been investigated experimentally e.g. using different laser line widths or more measurements per position. 
These studies are used to derive optimal conditions for a certain measurement image reconstruction technique. 

References

1. P. Burgholzer, T. Berer, J. Gruber and G. Mayr, Applied Physics Letters, 111 (3), 031908 (2017)
2. T. W. Murray, M. Haltmeier, T. Berer, E. Leiss-Holzinger and P. Burgholzer, Optica, 4 (1), 17-22 (2017)
3. E. Thiel, M. Ziegler and T. Studemund, Int J Thermophys, 40 (2), 13-17 (2018)
4. M. Ziegler, E. Thiel and T. Studemund, Materials Testing, 60 (7-8),749-757 (2018)
5. P. Burgholzer, T. Berer, J. Gruber, M. Ziegler, E. Thiel, S. Ahmadi, G. Mayr, G. Hendorfer, QIRT Journal, submitted (2019)



190

Massive parallel real-time data acquisition                              

Vassili IVANOV, Hans Peter BRECHT, Sergey ERMILOV

PhotoSound Technologies, Inc., 9511 Town Park Dr., Houston, Texas 77036, USA

Email: vi@pst-inc.com

PhotoSound specializes in the development of electronics solutions for massive parallel data acquisition for application in the field of 
photoacoustics (PA), X-ray acoustics (XA), and other multi-channel sensor monitoring. Current PhotoSound solutions are based on 
data acquisition (DAQ) systems with USB3 interface, which limits sustained data rate to about 3 Gbps or 380 MBps per board. 

PhotoSound’s data acquisition solutions are typically limited by PC interface data bandwidth (BW) and internal memory to triggered 
data acquisition with low duty cycle, low number of data points per trigger, and nearly periodic trigger. The duty cycle is a faction of 
time DAQ is saving data. The number of data points per trigger is limited by the internal fast memory of DAQ capable to buffer all 
incoming data at peak data rate.

PhotoSound’s ADC256, released in 2018, is a 256-channel 12-bit ADC with a sampling rate up to 40 MHz. The peak data rate of this 
DAQ is 123 Gbps. The maximal number of data points per trigger in all channels of ADC256 is 4096 points, which require storage of 
12.6 Mb data per trigger in fast memory buffer. ADC256 can run over USB3 interface at ≥200 Hz frame rate or about 2% duty cycle. 
Reduction of the number of data points per trigger allows proportional increase of the trigger rate. For example, data acquisition of 2024 
point per channels in all channels is possible at ≥400 Hz. 

PhotoSound ADC32, released in 2019, is 32-channel ADC 12-bit 80 MHz and 14-bit 65 MHz sampling modes selectable on software 
level, which is twice faster data rate compared to ADC256. The peak data rate of this ADC is 30.7 Gbps. Taking into account USB3 
data BW of 3Gbps the duty cycle can be close to 10%. Sustained trigger rate of ADC32 is limited by only data BW and the number 
of points per trigger. The maximal number of data points per trigger in all channels of this DAQ is not practically limited and can be 
as high as 100’000 or more, because ADC32 is equipped with 1 GB DDR memory buffer with data BW exceeding 30.7 Gbps. Until 
DDR memory buffer is full DAQ can collect the data up to 100% duty cycle, but the memory buffer will be full in about 0.3 second. 
The implementation cost of fast DDR memory is equal or higher to connection of matching ADC channels. Instead of DDR the same 
architecture might be equipped with extra 32 data acquisition channels up to 64-channels total. 64-channels of ADC32 would be equiv-
alent to 128-channels of ADC256, which have twice slower data rate. ADC256 might be equipped with twice faster ADC chips (like 
ADC32 has), if the number of the channels is reduced from 256 to 128. Note, that increase of the data-rate or the number of channels 
require modification on hardware level.

PhotoSound ADC1, planned for 2020, is ADC with multiple programmable configurations with 1 or 2 or 4 channels. The program-
mable data acquisition modes are 1-channel 8-bit 1 GHz sampling or 12-bit 640 MHz, 2-channels 8-bit 500 MHz or 12-bit 320 MHz, 
4-channels 8-bit 250 MHz or 12-bit 160 MHz or 14-bit 105 MHz. ADC1 will have up to 100% data acquisition duty cycle in all modes. 

PhotoSound DAQ systems allows full parallel operation of multiple boards with synchronized ADC clocks and distributed trigger. With 
daisy chain architecture operation up to 4 ADC256 boards can operate fully in parallel with up to 1024 channels connected over USB3 
ports to a single computer. The master board serves as a clock and trigger source for the slave board. Each board use its own USB3 
interface, with combined data BW for 4 boards up to 12 Gbps or 1.5 GBps. On software level slave DAQs are visible as extra channels 
on the master board. More than 4 ADC256 boards can operate in parallel using simple clock and trigger hub serving as universal master 
board for all ADC256 boards. Different ADC256 boards might be connected to the same or different computers. Parallel operation of 
ADC32 using the same protocol is planned for the next hardware revision of ADC32.

PhotoSound DAQ systems have amplifiers integrated to ADC boards and optional preamplifiers optimized for PA and XA applica-
tions. ADC256 has an integrated amplifier with programmable gain up to 51 dB, and ADC32 has programmable gain up to 54 dB. 
The standard analog input for all ADCs is 50 Ohm, AC coupled.  ADC1 will have analog configurations equivalent to digital storing 
oscilloscope with DC coupling, programmable gain, and DC offset. 

The typical applications for PhotoSound DAQ systems are XA for systems with multiple ADC256 and PA. Other applications include PA 
microscopy, optical coherence tomography (OCT), and optical fiber sensor DAQ, and other general oscilloscope applications for ADC1.
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The appearance of confocal PZT arrays and active development of computer equipment have significantly expanded the capabilities 
of photoacoustic (PA) and laser-ultrasound (LU) tomography of the internal structure of rocks and composite materials, as well as 
the tomography of biological and other heterogeneous media [1–2]. In most problems concerning biological object diagnostics and 
nondestructive testing, real-time 2D visualization of inhomogeneities is very important. 

To form a sufficiently “thin” image plane, the array is focused in the direction perpendicular to it [3]. Focusing of the array in the 
image plane itself can increase the angular aperture and improve the spatial resolution [4] due to the decrease in the size of the sen-
sitivity area. Confocal arrays are focused both in the image plane and perpendicular to it. Therefore, real-time 2D-systems equipped 
with such arrays are promising for studying the internal structure of a wide class of objects with high spatial resolution in a bounded 
spatial region: biological objects [2-5], filaments [6], etc.

   
Fig. 1. Real-time OA and LU 16-channel               Fig. 2. Numerical sensitivity map for OA and LU toroidal 16-channel 
system setup (left) and 3D-model (right).               array with 0.2 mm resolution (left) and the map of transverse 
                                                                                 resolution of this array  (right).

We discuss the combined LU and PA real-time imaging integrated into one system. Such combined transducer array will allow 
simultaneously receiving LU and PA images in real time with high spatial resolution. Advantages of the system (penetration depth 
throw investigated object, optical contrast of the reconstructed image and high resolution of the images) are also discussed. 3D-mod-
el and prototype of focused transducer array with advantages described above is proposed. 

We present typical numerical maps of sensitivity I (x, z) (left) and transverse resolution L (x, z) (right) for toroidal array and discuss 
experimental maps of the considerable prototype array. We compare and discuss the images from cylindrical and toroidal LU and 
PA arrays.  
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The growing number of remote electronic devices (such as wireless sensor networks) has resulted in the constant research and de-
velopment of technologies in energy transformation and storage for the support of such devices, given that in many of the cases, due 
to the distance and accessibility to which they are subject, it is convenient the autonomy of these. Where the main challenges for 
the autonomy of these devices are: the development of sustainable energy sources, longer duration of load, smaller dimensions for 
equal or greater loads, friendly with the environment and low cost. There are certain types of sources that try to comply with these 
objects, the residual energy sources, which are the ones we will discuss in this work. The residual energy sources are the energy that 
certain processes, from nature and the hand of man, cannot be used entirely and are emitted to the environment in the form of heat, 
vibration, electromagnetic radiation, etc. This is achieved by using specific transducers for each of the energy sources, such as solar 
cells for the electromagnetic radiation sources, kinetic energy harvesters for the sources of vibration, etc. 

The main objective of this work was to characterize devices that will be used 
as harvesters of residual energies (with commercial piezoelectric materials), 
more precisely, devices that take advantage of the kinetic energy coming from 
vibration. It was possible to characterize the resonance frequency, the oscil-
lation modes, the oscillation amplitude, powers, voltages and output currents, 
which are essential parameters to be able to perform the appropriate synchro-
nization to the frequencies required by the applications, since these devices 
reach Its maximum efficiency when the frequency of the application and the 
frequency of the system are equal or very close. In this way it was possible to 
approximate the power that the harvester will be able to deliver along different 
frequencies close to those of the possible applications.
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One of the most reliable ways of measuring the dimensions of solid parts is x-ray computed tomography. However, it requires the 
access to the inspected part from all sides and thus it is often inapplicable on the production line. Other methods include various 
types of profilometry, coordinate-measuring machines, which require access to the inspected side of part. Ultrasonic methods can 
have a higher speed of operation and allow inspecting of sample interior and both sample sides requiring the access from one side. 
However, in this case a transverse resolution is rather low. Nowadays several types of ultrasonic inspection systems are developed. 
They use phased arrays for control of planar samples [1] and flexible phased arrays for control of samples with smooth surface [2].

Fig. 1. A photo of the automatized 4-axis experimental setup, (b) a laser ultrasonic tomogram of PMMA cylinder with piecewise linear surface 
profile.

Materials and Methods

In this study we develop a real-time experimental system (Fig. 1, a) [3] and algorithm for 2D laser ultrasonic imaging of solid parts 
with complex surface geometry immersed in liquids [4]. The principle of the proposed technique is the following. The optoacoustic 
effect is used for excitation of wideband ultrasonic probe pulse with duration of ~100 ns. This pulse is focused by an acoustic lens 
on the inspected object. A wideband piezoelectric sensor array records acoustic waves reflected from object surface, internal cracks 
and other acoustic inhomogeneities. The recorded waveforms are processed to reconstruct a 2D cross-sectional image of a part of 
the object – a laser ultrasonic tomogram. 

The proposed technique allows real-time inspecting of solid parts with high spatial resolution due to combined advantages of laser 
generation of ultrasound, array signal detection and tomographic image reconstruction. In this study, we assume that the 2D surface 
profile of the object can be represented as a piecewise linear curve which is relevant for a wide class of industrial tasks (e.g. com-
posite pipes with varying diameter). 

The algorithm is based on the heuristic ray-tracing technique and has four stages [4]: 1) reconstruction of a 2D laser ultrasonic to-
mogram using standard filtered back-projection algorithm for homogeneous media; 2) segmentation of the 2D surface profile of the 
object from the tomogram; 3) refraction-corrected re-reconstruction of the part of the tomogram corresponding to the interior of the 
object; 4) segmentation of solid part boundaries based on a provided virtual model of the part. The model is a set of equations that 
define the boundaries of the object.

The comparison of plexiglas and duralumin samples dimensions measured by laser ultrasonic imaging (Fig. 1, b) and by standard 
gauge shows good agreement within 0.1 mm. The algorithm can be efficiently implemented using parallel computing techniques on 
a single PC. Thus, the proposed technique allows verification of complex-shaped workpiece tolerance with high speed and sufficient 
resolution for a set of industrial tasks.
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Thermographic imaging using an infrared camera for signal detection has a big advantage compared to ultrasonic imaging using 
acoustic transducers: it does not need any coupling media and parallel detection of many camera pixels is possible. The main 
disadvantage of pulsed thermography is the degrading spatial resolution with increasing depth. This is the reason why often only 
one-dimensional thermographic reconstruction is performed, which can be applied for layered structures, where the lateral extension 
is big compared to their depth. For other structures, using a one-dimensional reconstruction gives additional artifacts, as the heat 
propagates not only perpendicular to the surface but also in the lateral direction. Solving directly the inverse three-dimensional heat 
diffusion equation is rather ambitious, even for simple geometries of embedded structure, e.g. rectangular vertical cracks [1]. 

In this work, it is shown that image reconstruction methods from ultrasonic imaging can be employed for thermographic signals. 
Before using these imaging methods, a virtual signal is calculated by applying a local transforma-
tion to the temperature evolution measured on a sample surface. The introduced transformation 
describes all the irreversibility of the heat diffusion process and can be used for every sample 
shape in two and three dimensions. 
Figure 1. Thermographic point-spread function: Thermographic reconstruction of a point signal: the lateral 
resolution (vertical) is approximately twice the axial resolution (horizontal). The axial resolution for pulsed 
thermography is proportional to the depth of the point source divided by the natural logarithm of the signal-
to-noise ratio. 

In acoustical or optical imaging this blurring of structures is usually modeled by convolution with a point - spread - function. We 
can introduce such a point – spread – function for thermographic imaging (Fig. 1), which shows that the lateral resolution (vertical 
direction in Fig. 1) is approximately twice the axial resolution (horizontal direction in Fig. 1). The axial resolution for pulsed ther-
mography is proportional to the depth of the point source divided by the natural logarithm of the signal-to-noise ratio [2]. The virtual 
temperature signal Tvirt is calculated by applying a local transformation at the point r to the measured surface temperature data T. This 
transformation is a linear inverse problem and can be formulated as a Fredholm integral of the first kind

where the right-hand side T and the kernel K are in principal known functions, while Tvirt  is the unknown solution. The aim is to find 
the virtual wave field Tvirt  from the measured temperature field T and the corresponding model K. The kernel K allows a transforma-
tion between the heat conduction equation and the wave equation

where α is the thermal diffusivity and c the virtual speed of sound. It can be discretized to produce a matrix equation

where T and Tvirt are the vectors of the measured temperature signal and the virtual wave signal. For regularization several different 
methods are used: the truncated singular value decomposition, and various iterative methods, using positivity and sparsity [3].
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Graded media, i.e. media with continuous variation in their properties, are ubiquitous. Examples can be found at different scales 
in nature (soils, wood, living tissues: e.g. skin, teeth, boundary layers in the atmosphere and the ocean) and in manmade materials 
(functionally graded materials -FGM- as for examples composites, thermal barriers, optical thin films, Bragg gratings, tapered 
transmission lines and many others). In 1D graded media, thermal diffusion is driven by the effusivity profile. On the other side, 
electromagnetic (EM) wave propagation is driven by the EM admittance profile (or simply the refractive index, in non-magnetic 
materials). A method has recently been described for the construction of sequences of effusivity profiles that are “solvable”, which 
means profiles leading to exact analytical solutions for the time- (or frequency-) dependent temperature [1]. The proposed profiles 
are expressed in closed-form, involving elementary functions only (the same holds for the corresponding temperature solution 
when expressed in the Fourier or Laplace space). Similar sequences have been proposed in the context of Maxwell’s equations for 
lossless media, more generally for a class of wave equations to which acoustic waves and electric waves in LC transmission lines 
also belong, just to name a few [2]. In all these cases, the solvable profiles together with their joint field-solutions are generated by 
applying repeatedly the Darboux transformation in the Liouville space (PROFIDT method: PROperty and FIeld Darboux Transfor-
mation method). At each iteration, the number of leading parameters increases, which improves the fitting capability of the profiles. 
In the Liouville space, depending on the considered problem, i.e. thermal diffusion or (optical/acoustical) wave scattering, the new 
independent-variable   corresponds to the (square-root of) diffusion-time (SRDT), resp. the optical-depth (or acoustical-depth). In 
the Liouville space, the solvable profiles share the same form, for both considered problems (diffusion or wave scattering). One 
class of solvable profiles is particularly interesting, we dubbed it “profiles of  -type” because they are defined through a linear 
combination of two independent functions, the first one being the hyperbolic secant function (sech=1/cosh ) of the linearly deformed  

-variable, namely . In the thermal context, the -type profiles of effusivity are defined by:

The “+1/2” exponent refers to profiles called of   -form and the “+1/2”exponent refers to profiles called of  -form (as a matter 
of fact, they originate from the heat equation expressed in temperature, resp. in heat flux).

In addition to the outstanding properties already mentioned, these four-parameter profiles are extremely flexible. This means that 
we can adjust the four parameters ξс, τ, АВ and АD so that the considered property (either thermal effusivity, EM admittance or re-
fractive index) and its slope at both boundaries of a given layer reach any given set of four values. Hence, composite profiles of 
arbitrary shape can be built by assembling such elementary bricks [3, 4]. The corresponding (exact) field-solution (temperature 
or electric field) is then obtained based on transfer-matrix multiplications like in the classical quadrupole method. As opposed to 
the classical quadrupole method where each layer is assumed to be homogeneous, the individual layers now present continuously 
variable properties. The whole functional may be continuous at the nodes up to the second derivative. Hence, it can be manipulated 
like an interpolating spline function. It is the first known class of “solvable splines” aimed at modeling both diffusion and wave-like 
problems in graded media.

The next figure intends to illustrate the case of a graded coating in which, starting from the surface, the effusivity first decreases 
to a minimum and then increases to the bulk value. In this figure, the effusivity is normalized by the bulk value and the depth is 
represented through the SRDT which has been normalized by the value ξend corresponding to the depth where effusivity reaches the 
bulk value. Three curves have been plotted. The blue curve is the classical cubic spline as obtained after specifying the position and 
height of three nodes together with the slope at both ends of the coating (this corresponds to a “clamped spline”; in this example, the 
normalized slope is set to -2 at left-end and 0 at right-end). On each of two intervals, two  -type profiles have been evaluated, 
one of  -form (in black) and one of  -form (in red). The value and derivative of the cubic spline at both ends of each interval 
provide the four constraints used to evaluate the four parameters of each  -type profile. For the effusivity values and deriva-
tives considered in this example, the   -form and  -form profiles are very close one to the other. Furthermore, they are not very 
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different from each element of the cubic spline. Then, a composite profile is obtained by stitching two successive   -type pro-
files. Notice that profiles of   -form and  -form can be freely mixed, which, in the example described here, gives four (slightly) 
different composite profiles. Remember that each composite profile is a solvable profile in the sense that temperature and heat flux 
at each position can be analytically calculated by combining in due order the quadrupoles related to each elementary profiles. This 
is not the case with the cubic-spline profile for which there is no closed-form analytic solution.

Fig. 1. Comparison between the classical cubic spline (in blue) and the solvable splines of  -type of either  -form (in black) or  -form (in red).

The inversion problem consists in finding the composite solvable profile whose temperature solution best matches with the exper-
imental temperature data measured on the surface of the functionally graded material. One possible strategy is to select a small 
number of nodes and perform the fitting by adjusting the ξ-position of the internal nodes, together with the effusivity and slope at 
each node. Different avenues can be explored regarding the constraint on the left vs. right values of effusivity or its derivative at each 
node (i.e. continuous vs. discontinuous profile or broken vs. smooth profile).

The differential equations to which the proposed PROFIDT method can be applied are quite general, which means that the proposed 
tools can be implemented to find exact analytical solutions in graded media for a whole bunch of problems in addition to those 
already quoted: matter diffusion (Fick’s law), Stokes problems, advection-diffusion, microfluidic, tapered RC or LC transmission 
lines, longitudinal acoustic waves, shear waves, ocean gravity waves, etc.

Several examples of applications will be presented related to thermal problems (photothermal characterization), to advection-diffu-
sion problems (pollutant dispersion in the atmosphere, footprint modeling for soil-atmosphere flux studies) and to photonic prob-
lems (rugate filters, chirped mirrors, antireflection layers).
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The photon transfer technique is a well-established method for characterizing the performance parameters of optical camera sys-
tems, e.g. CCD (charge coupled device) and CMOS (complementary metal oxide semiconductor) [1,2]. In this study, the photon 
transfer technique is adapted for the noise characterization of mid-wave infrared (IR) cameras. The mean value and the standard 
deviation are calculated from IR camera signals, which are recorded at different irradiation intensities. The standard deviation 
(noise) is plotted versus the mean value (signal) in a double logarithmic representation (Fig. 1). This photon transfer curve allows 
a determination of various camera parameters, such as the camera gain, read noise, dark current, quantum yield, full well, linearity, 
pixel nonuniformity, sensitivity, signal-to-noise ratio, offset and the dynamic range [3].

Three different IR cameras with indium antimonide (InSb) and cadmium mercury telluride (CMT) detectors were examined with 
the photon transfer technique. The experimental study shows that the camera noise corresponds to Poisson noise with increasing in-
tensity. The local detector noise, i.e. the noise of the individual pixels in relation to each other, corresponds to a normally distributed 
noise with a standard deviation of 24.2 mK for the InSb detector and 58.5 mK for the CMT detector. The photon transfer technique 
couldn’t be applied to the third IR camera due to the high pixel crosstalk. This systematic error was evaluated by the computation of 
the correlation coefficients for the detector array. 

The sensitivity of the cameras was determined in the form of the camera gain constants. The camera gain constant is a parameter 
describing how many photons have to reach the detector to cause a signal change at the output of the camera system.

The camera gain constants of the InSb detector and CMT detector were determined with 433 photons per signal level in digital 
numbers (DN) respectively 281 photons per DN.

The results of the experimental study were verified by a theoretical examination of the photon irradiation on the detector. The radi-
ation of a blackbody was calculated using Planck's law and converted into detector irradiation using various camera parameters and 
manufacturer specifications. This made it feasible to calculate the theoretical camera gain constants.

The theoretical camera gain constant of the InSb detector were determined to be 431 photons per DN.

Fig. 1. Photon transfer curve of camera A (InSb detector) and B (CMT detector). The black points represent the results of the measurement. The 
region which was used for the evaluation is marked with dark grey.
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In infrared thermal wave nondestructive testing of debonding defective components of carbon fiber reinforced composites, large 
noises exist in the collected infrared thermograms affected by the detection system itself, the surrounding environment and the test 
conditions, which result to low contrast and signal-to-noise ratio of the infrared images. An edge recognition method of debonding 
defects in carbon fiber composites based on infrared image segmentation with iterative threshold algorithm was presented in this 
paper. The implementation steps are as follows: Firstly, a threshold is determined. Generally, the average value of the maximum and 
minimum gray value of an image is taken as the initial iteration threshold. Then the image is divided into two parts using this thresh-
old, the part greater than the threshold and the other part less than or equal to the threshold. Finally, calculating the average value of 
the two parts’ thresholds, and taking it as the new threshold. It illustrates the iteration has converged, when the new threshold does 
not change or the range of change is less than the specified value compared with the previous iteration result. And the final thresh-
old will be used for image segmentation. The results show that, compared with iterative threshold segmentation effect enhanced 
by linear gray level transformation and gamma transform algorithm, that enhanced by high-pass filtering is better, which not only 
effectively suppresses a large amount of redundant information, but also makes the edge of debonding defects display more clearly.
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The classical theory of thermoelasticity is based on the development of a general approach to materials of different nature. The 
classical theory of thermoelasticity makes no distinction between dielectrics and metals [1] while metals in contrast with dielec-
trics along with lattice atoms have an electronic subsystem. In ideal metals it is assumed that electrons form electron gas in their 
conduction bands. In slow thermodynamic processes, their presence does not play a fundamental role, but with fast thermal effects 
can significantly affect the course of thermoelastic processes. Such situation is usually realized for metals under exposure to short 
laser pulses. Short laser pulses may strongly affect on the electron subsystem and influence on thermoelastic processes in metals, in 
particular, due to the so-called “electron blast” effect [2]. In ideal metals besides of the temperature relaxation time thermoelastic 
processes are ruled by rather short times such as electron-to-phonon and phonon-to-phonon relaxation times. At the same time, in 
a number of experiments it was found that in real metals under short-pulse laser impact a rather long thermoelastic response can be 
observed [3]. The main goal of this paper is to propose the model of thermoelastic effect in real metals and discuss its results using 
experimental data from the work [3] and our data obtained in experiments with stressed metals.

The structure of real metals, along with a regular lattice, assumes the presence of various kinds of defects such as vacancies, the 
boundaries of clusters and grains, microcracks, heterogeneity of the composition, etc. Such structure of the real metal is resulted in 
inhomogeneous behavior of potential energy of electrons, which can vary within the metal randomly. Under these conditions near 
the conduction band appears a range of energies for which an electron can move only by the activated hopping from one localized 
state to another (Mott conductivity [4]). Therefore in real metals there is both a significant amount of free electrons and a certain 
number of trapped ones. Under equilibrium conditions, their quantities remain constant. However, under external excitations, elec-
tron transitions from one state to another can occur and the quantities of free and bound electrons can vary. The electrons excited 
from localized states go over into the conduction band and are converted into free ones. This process leads to a change in the con-
centration of free electrons in the metal which resulted in the change of their pressure. The purpose of this paper is to analyze the 
influence of such processes on dynamic thermoelastic phenomena in metals under laser action. The description of such dynamic 
processes may require the use of additional parameters that are not presented in the conventional theory of thermoelasticity.

The proposed model assumes the transition of a part of electrons between different localized states. This behavior of the electron – 
lattice system is clearly demonstrated in experiments studying behavior of the electron conductivity of disordered metallic films [5]. 
In the simple form the thermoelastic problem for metal under short-pulse laser irradiation can be presented by equations

                   

where ui is the displacement of the lattice, ρ is its density,

 

λ and μ are the Lame constants, αT is the thermal expansion coefficient, T is the temperature, me is electron mass, n is electron 
concentration, vi is electron velocity,

is the pressure of degenerate electron gas, EF is the Fermi energy. The dynamics of electron concentration can be described by the 
expression   where J is the source term, τ is the relaxation time.

The source term for electrons can be chosen in the form of Arrhenius form [5]. Analysis of the formulated problem shows that when 
a short laser pulse Р δ(t)δ(x) (P is the power of laser pulse) is applied to the surface of a metal sample, the piezoelectric photoacoustic 
signal Ve(t) from the sample can be represented as 
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where d is the sample thickness, c is the velocity of sound, K is the coefficient of proportionality. 

The result obtained is in good agreement with the experimental results of the paper [3], and also allowed us to explain a number of 
features of photoacoustic signals obtained on metallic samples with stresses.
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Recently, more and more attention has been paid to the development of an active thermographic method of non-destructive testing 
(NDT), which allows us to investigate the surface of tested objects in a non-contact manner. 

In the classic active thermographic method NDT (flash thermography) the object's surface is heated by radiation from one or more 
flash lamps, after which its cooling is recorded using an IR camera. Heating the surface with flash lamps is almost uniform, thereby 
causing a one-dimensional heat flux directed from the surface into the bulk of the material. This method has long been used for 
non-destructive and non-contact study of the interfaces between the surface layer (coating) and the base material (substrate), for 
example, to detect defects of adhesive origin (peeling of the coating), local corrosion sites, surface cracks that change the one-di-
mensional heat flux from the surface.

A significant divergence of radiation from flash lamps and its low spectral brightness significantly limit the scope of flash thermog-
raphy, in particular, in the implementation of NDT objects that are far away from the heating source. At the same time, this task is 
now becoming increasingly important and attention of researchers, as it relates to remote monitoring of metal structures in the form 
of bridges, tanks for transportation and storage of petroleum products, liquefied gas, etc.

The aim of this work is to demonstrate the possibility of remote thermographic method of NDT of the surface of metal structures at 
considerable distances from the heating source, which uses pulsed laser radiation.

The source of laser radiation in the work was the assembly of semiconductor laser diodes with a wavelength of 915 nm, having a 
common fiber output. The duration of the laser exposure was set by the timer associated with the mechanical chopper of the laser 
radiation channel and was 5 s. The radiation power density at the target was ~ 0.05 W/cm2.

As a target, samples were used in the form of bars, made of structural St3 steel, which were covered with a layer of protective paint 
coating of dark color. The iron corrosion centers on the surface of the tested areas did not appear in any way during remote obser-
vation of the samples by means of CCD or thermal imaging camera, which used the infrared camera FLIR Tau2 (NETD = 50 mK, 
resolution 336 × 256, pixel size 17 µm, lens diameter 35 mm). 

At the same time, when a sample is irradiated with laser radiation, hidden defects in the form of rust-affected areas are clearly seen 
when observed with an infrared camera located at a distance of 10 m from it, coupled with a laser-sensing system (Fig. 1). The same 
figure shows the result of visualization in similar conditions of the hidden defect in the form of cross-shaped surface cracks with a 
depth of 2 mm, obtained by spark erosion, covered with polyester putty, followed by polishing and painting the surface with alkyd 
enamel. Despite the perfect masking in the visible range of the spectrum and the indistinguishability of the defective area, even at 
high magnification, it can be visualized by pulsed laser thermography (Fig. 1b).

Fig. 1. Thermographic images observed after laser irradiation of a metal plate with local defects under a layer of paint: (a) iron corrosion centers, 
(b) cross-shaped surface cracks filled with polyester putty. 

In the above figures, the thermal footprint is clearly visible, due to the violation of the heat sink in the defective area of the test sample, hidden 
by the protective coating. The paint coating absorbed at least 80% of the radiation energy, and its emissivity in the region of 7.5 – 13 µm was 0.9. 
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To assess the sensitivity of the method, the time dependences of the temperature increment of the sample surface depending on the 
thickness of the layer subjected to corrosion (Fig. 2 (a)) and the thickness of the protective layer hiding cross-shaped surface cracks 
(Fig. 2 (b)) were studied.

Fig. 2. Time dependences of changes in the surface temperature of plates made of St3 steel when exposed to laser radiation with a power density 
of 0.4 W/cm2 for 33 seconds and subsequent cooling for different thicknesses h of the surface layers of 

(a) corrosion products of hydrated iron oxide: 1- h = 0,25 mm, 2- h = 0,5 mm, 3- h = 0,8 mm, 4- h = 1,1 mm, 5- h = 2,3 mm;

(b) polyester putty: 1- h = 0,25 mm, 2- h = 0,5 mm, 3- h = 1,6 mm, 4- h = 2,5 mm. 

As follows from the graphs presented, the method of pulsed laser thermography is of sufficient sensitivity to detect hidden defects 
with a thickness h ~ 100 µm and less at distances exceeding 10 m. 
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Biomedical photoacoustic (PA) imaging provides detailed images of soft tissue but achieving multi-cm scale penetration depth 
is challenging as the signals encountered are extremely weak, necessitating high-performance detectors. Unfortunately, due to a 
range of factors including the challenging nature of detector characterisation and incompleteness of reporting in the literature, it is 
extremely difficult to effectively compare detectors and select the best one for achieving maximal penetration depth. This talk will 
address this by providing a rigorous review of the capabilities of PA detectors and demonstrating the different ways in which the 
choice of detector critically impacts upon image depth and quality.
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Absorption properties of nanostructured materials are of essential importance for applications spanning from light harvesting to lasing. 
Moreover, chiral properties of nanostructures with broken symmetry lead to different absorption for circularly polarized light of op-
posite handedness, which is a property of circular dichroism, CD; direct characterization of CD at the nanoscale could pave the wave 
to enantioselectivity and chiral detection [1]. However, conventional characterization techniques of absorption properties are usually 
based on indirect measurements by means of transmission/reflection, photocurrents or photoluminescence, which includes complicated 
post-processing and interpretation of results; moreover, many effects are hidden due to the influence of scattered light. We have there-
fore proposed photo-acoustic spectroscopy (PAS) as a reliable characterization tool of absorption effects at the nanoscale.

PAS is a type of photothermal techniques, where absorption of light leads to a non-radiative de-excitation process which generates heat, 
which in return changes the thermal state of the sample. If the intensity of the light is modulated in time, a sample in an air-tight cham-
ber heats up and cools down in cycles and, as it does not have time to expand and contract, changes in pressure arise. These pressure 
changes produce an acoustic signal which is then directly converted into an electrical signal by a close and sensitive microphone [2]. 
The microphone receives the signal from the sample through the small diameter tunnel, therefore the scattered light cannot directly 
reach the microphone; this way scattering effects are largely reduced. The amplitude of the measured signal finally corresponds to the 
near field absorption. Our PAS set-up includes either the white light lamp followed by a monochromator, or a laser operating in VIS or 
near-IR range; the light is then modulated by a mechanical chopper, and finally reaches the PAS cell with the sample.

We use PAS to measure absorption properties of different types of nanostructures: GaAs-based nanowires (NWs) [2,3] (self-as-
sembled or periodically arranged), polystyrene-metal nanoparticles [4], localized surface plasmons, silver NW films etc. In Fig. 
1(a) PAS spectra show resonant absorption peaks of GaAs-based NW samples with different dimensions. Specifically, the main 
peak position corresponds to the excitation of HE11 and red-shifts with the diameter increase. In Fig. 1(b) the same samples were 
asymmetrically covered by Au, and PAS spectra show mode broadening due to Au losses. These samples are then characterized in 
terms of CD at 532 nm and 980 nm; the breaking of symmetry at oblique angles leads to CD increase, typical for extrinsic chiral be-
havior. In all cases, experimental PAS results were in good agreement with theoretical predictions and numerical simulations [5,6]; 
moreover, the demonstration of CD in absorption led us to idea that CD is also present in emission of Au-covered NW samples [7].

Recently, we used PAS to characterize polystyrene metasurfaces, asymmetrically covered by Au, Ag, or Cr. In Fig. 1(c) we show CD 
dependence on incidence angle θ defined as: 

where ALCP and ARCP are absorption of left and right circular polarization, respectively. We demonstrate extrinsic chirality for Au- and 
Cr-covered samples, while for the Ag-covered one we note slight intrinsic chirality (CD at θ=0°).

Fig. 1. (a) PAS spectra of GaAs-based NW samples of different dimensions; the resonant peaks demonstrate the excitation of leaky guided modes, 
and red-shift with the diameter increase [2]. (b) PAS spectra of GaAs-based NWs partially covered by Au [3]. (c) CD measurements of polystyrene 
metasurfaces partially covered by different metals [3], at 633 nm. Insets show Scanning Electron Microscope images of the samples.
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In conclusion, PAS offers advantages of being scattering-free, stable, low-cost characterization technique for direct measurements of 
absorption in nanomaterials. Both qualitatively and quantitatively, PAS can be used to control and improve design of nanophotonic 
components.
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In material science, the time-domain Brillouin scattering (TDBS) technique, initially known as the picosecond acoustic interferometry 
technique [1], allows imaging either of a continuous change of (or of inhomogeneities occurring due to a mismatch in) acoustical, opti-
cal, and/or photo-elastic parameters in transparent materials [2]. In this technique, acoustic waves are generated by an ultrashort optical 
(pump) pulse absorbed by the tested material or by an optoacoustic transducer in contact with it. In the most general case, up to three 
waves could be generated and propagate in the sample: one longitudinal (or quasi-longitudinal) and two shear (or quasi-shear) waves. 
Propagation of these waves is monitored by a second time-delayed ultrashort optical (probe) pulse with the wavelength in the transpar-
ency region of the tested material. In that case, a part of the probe beam is reflected at stationary surfaces/interfaces and another part 
is reflected at the propagating acoustic pulses. These reflected parts interfere on the photodetector and give rise to an oscillatory signal 
having the same frequencies as the Brillouin oscillations. In the most general case, several frequencies could be present in the signal, 
the values of which being defined by the combinations of the acoustic sound velocity, the optical refractive index, and the probe light 
wavelength. In a polycrystalline material, tracking of the changes of those frequencies with lateral position and with delay time should 
allow a precise 3D imaging of the crystallites (or of crystallites groups having the same preferential orientation) and of the boundaries 
between them. Yet, contrast in the TDBS imaging, such as in the evaluation of texture [3], of position of grain boundaries [4], and of 
elastic moduli [5] in polycrystalline materials, comes usually from the value of the Brillouin frequency associated to the longitudinal 
acoustic pulses only. However, a parallel monitoring of both longitudinal and transverse acoustic pulses has recently demonstrated an 
enhanced ability in determining grains orientation near the surface of a polycrystalline ceria (CeO2) sample [6].

We propose here to extend the technique to three dimensions by making use of the three acoustic pulses, if available, and/or by 
taking benefit from the fact that Brillouin frequencies depend on the local refractive index and the local sound velocities. Indeed, 
accurate and simultaneous estimates of the variations of the three Brillouin frequencies with respect to time in collected TDBS 
signals gives access to the variations of the material parameters as a function of the sample depth. Combining the latter with a 2D 
lateral scanning over the sample leads to a three-dimensional imaging. Some applications of the TDBS technique for 3D imaging 
of polycrystalline materials, both at atmospheric and at high pressures, will be presented, together with the signal processing proce-
dure/software developed for this purpose. The experimental results have been collected with an ASOPS-based picosecond acoustic 
microscope (JAX-M1, NETA, France), which allows a fast image acquisition. The Figure 1 presents examples of the images for a 
polycrystalline sample of ceria (CeO2) at atmospheric pressure obtained with the Brillouin frequencies associated with (a) longi-
tudinal, (b) fast and (c) slow quasi-shear acoustic pulses, demonstrating their complementarity in determining the grain boundary 
positions in the vicinity of the sample surface. The nanoscale imaging ability of TDBS is improved by the use of shear acoustic 
waves, which is expected to be even more evident by the gain in contrast obtained on the imaging of buried grain boundaries.

Fig. 1. Examples of the images obtained with the Brillouin frequencies associated with (a) quasi-longitudinal, (b) fast and (c) slow quasi-shear 
acoustic pulses for a polycrystalline sample of ceria (CeO2) at atmospheric pressure.
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Time-domain Brillouin scattering (TDBS) is applied for the first time to perform the 3D imaging of polycrystalline water ice phases, 
VII and VI, coexisting at a pressure of 2.1 GPa in a diamond anvil cell (DAC) at room temperature.

Materials and Methods

The TDBS is a non-destructive opto-acousto-optic pump-probe technique [1] which allows the study of a variety of transparent 
materials [2]. In this method, an optical pump pulse from a femtosecond laser is absorbed by an optoacoustic transducer contacting 
the sample. As a result, a picosecond acoustic pulse is emitted into the sample. It scatters a time-delayed optical probe pulse from the 
same or another femtosecond laser. Thus, via detection of the changes of the transient optical reflectivity in time, the evolution of the 
acoustic pulse with its propagation distance can be probed when it traverses the sample. The TDBS signal contains information on 
the characteristics of the acoustic pulse and the parameters of the material in the current spatially localized position of the acoustic 
pulse. The length of this pulse is commonly at nanometers spatial scale. Therefore, the technique is suitable for imaging of materials 
along the pulse propagation path with a spatial resolution better than optical. Two-dimensional (lateral and depth) TDBS imaging 
has been earlier applied for revealing the texture of solid H2O [3] and Ar [4], the phase transitions [5] and the reliable pressure 
dependences of elastic moduli [6] in water ice. We report here the extension of the TDBS technique to the 3D imaging of samples 
compressed in a DAC.

To accelerate the data acquisition and to make 3D imaging possible in reasonable time, we applied, for the first time, to a sample at 
high pressure in a DAC, an ultrafast laser technique called asynchronous optical sampling (ASOPS). In ASOPS technique, the time 
delay between the pump and the probe is controlled electronically by an offset of the repetition rate frequency of two lasers without 
the use of a slow mechanical delay line.

The experiments were conducted on water ice in a DAC at 2.1 GPa. The opto-acoustic generator (iron plate of approximately 40 
μm thickness [5]) inside the sample chamber has the diameter of ~ 110 μm. The full width at half maximum of the laser beams at 
the surface of the generator is 1.4 μm. When irradiated by the pump optical pulses at 515 nm wavelength from our ASOPS-based 
picosecond acoustic microscope (JAX-M1, NETA, France), it emits picosecond acoustic pulses in 14.5 μm layer of water ice on the 
top of laser irradiated Fe surface [5]. The maximum analyzable time delay (1.9 ns) of the probe laser pulses at 532 nm wavelength 
provided opportunity for imaging the ice layers up to ~ 10 μm distances from the generator. The image in the volume of 40x40x10 
μm3 is obtained with the lateral step of 2 μm in 2 hours. 

Fig.1. 2D maps of the Brillouin frequencies distribution in the 40x40 μm2 cross sections of the tested ice volume at 2.1 GPa for shifting time 
slices. The red line highlights one of the lateral regions with important variations of the Brillouin frequency as a function of the distance from the 
generator.
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Results

Maps of the Brillouin frequencies in the moving time windows of the acoustic pulse propagation in the ice are presented in Fig.1. 
They were obtained using a time-frequency analysis based on the synchronous detection principle [6]. The delay times between the 
probe and the pump laser pulses inside the time windows are marked above each of the cross-sectional maps (a)-(c) and, thus, cor-
respond to different depth layers in the sample. The red line attracts the eyes to the variations of the Brillouin frequency with time in 
a selected lateral region. Note that, because acoustic waves propagate at different velocities in different lateral points, the same time 
window corresponds to different depth windows in different lateral points. The estimates demonstrate that the highest and the lowest 
detected Brillouin frequencies are the fingerprints of presence of the ice VII, while the intermediate frequencies in the lower half of 
the frequency spectrum could be due to the presence of ice VI.

Conclusions

We demonstrated the ASOPS-based 3D TDBS imaging of water ice in a DAC. This 3D imaging allows us to visualize shapes of 
the crystallites formed in the sample volume and their transformation with increasing load. In perspective, the 3D imaging of the 
transient processes at high pressures with nanometers depth resolution could be possible.
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Photoacoustic (PA) tomography is a unique method for visualization of the energy deposition during femtosecond laser filamenta-
tion directly and non-invasively. When the power of a laser pulse exceeds the critical power of Kerr self-focusing the beam collapses 
and the light intensity increases. When the intensity is high enough, the medium is ionized, and the resulting plasma defocuses the 
beam, stopping the collapse. Filamentation is a laser pulse propagation regime when the Kerr self-focusing and plasma defocusing 
are dynamically balanced [1]. In the case of monofilamentation, a single elongated plasma column is formed. The plasma eventually 

recombines, and the energy is released, heating the medium and generat-
ing acoustic waves thermoelastically. In water, the recombination and ther-
malization take tens of picoseconds, while the mechanical relaxation time is 
in the nanosecond range and the thermal relaxation time is in microsecond 
range for the characteristic filament core diameter of ~20 µm [2]. Therefore, 
the stress and thermal confinement conditions are satisfied, and the methods 
of classical PA imaging can be used. Figure 1 shows an example of the mono-
filament PA tomogram.
Fig. 1. The 2D PA image of the monofilament and its 1D cross-section through the 
point with maximum amplitude. The full width at half maximum (FWHM) of the 
image is 66±6 µm, which corresponds to the Gaussian PA source with the FWHM of 
55±7 µm. The FWHM of the filament, estimated from the single-shot darkening of 
photographic plates was 58±6 µm.

PA tomography can be used to estimate the position and width of the plasma column of the monofilament with an accuracy of ~10 
µm in water [2]. The spatial resolution of this method is limited by acoustic attenuation in the medium and the size of the sensors 
[3]. In addition, due to linear and non-linear light absorption in the medium, PA tomography may be used to visualize the electro-
magnetic energy reservoir of the filament, which contains ~90% of the laser pulse energy [4].

Current research has focused on the use of PA tomography for characterization of multi-filamentation, where the distance between 
individual filaments is ~10 µm, and super-filamentation, where the energy deposition is so high that the approximation of linear 
acoustics may not be valid. It will be shown that PA response and PA images of the filament can be used to determine the peak energy 
deposition in different regimes (mono-, multi- and super-) of filamentation.
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Photoacoustic (PA) effect is suitable for the development of experimental non-contact and non-destructive methods and allows ex-
amining the optical, thermal, carrier transport and elastic characteristics of microstructures [1].  

PA signals versus the time (optical pulse excitation) were measured and analyzed for thin Si square membranes (thickness 30 – 80 
um). The PA amplitude of the membranes was measured by using the PA cell with the solid-gas-microphone (SGM) detection con-
figuration. The SGM detection has enabled the development of a range of measurement techniques and specific fields of application 
(PA spectroscopy, PA microscopy, PA non-destructive material evaluation, PA solid material, thin film, multilayer and microstructure 
characterizations, etc). The experimental PA signals of the Si membranes were measured by using the SGM detection technique with 
transmission configuration. The sample is optically excited at one side, and the acoustic response (PA signal) in the gas which is in 
contact with the sample is detected with a microphone on the opposite side of the sample. 

The experimental setup consists of an Optical & Acoustical part (optical source, PA cell) and Signal processing & Control unit 
(modulator, digital acquisition system and computer). The samples were excited by an electronically modulated high power LED 
(the wavelength ~630 nm). 

PA measuring conditions: optical pulse excitation - pulse period, T = 500 ms; pulse 
width, TW = 24.512 ms; Time resolution, Tres = 0.5 [ ms ]; digital acquisition: number 
of samples, Ns = 10000 samples; scan duration, Ts = 5000 ms; scan rate, FS = 2000 
sample/s; smples / periode,  NS_T = 1000 samples. Each experimental signal is the 
averaged result of at least three measurements. 

Fig. 1 shows typical normalized experimental signals (optical excitation pulse and 
PA amplitude) for Si membrane. Normalized signal is defined as (Smax - Smin) / Smax, 
where Smax and Smin are signal maximum and minimum, respectively. 
Fig. 1. Normalized experimental PA amplitude versus time for Si membrane (Si chip, <100>, 
frame 5x5 mm, square membrane ≈3.0x3.0 mm, 40 um thick), excited with 24.5 ms optical 
square pulse: ( ∙ red) optical signal; ( * green) PA signal;  ( -.- ) mean value of the PA signal. 
Normalized signal is defined as (Smax - Smin) / Smax, where Smax and Smin are signal maximum 
and minimum, respectively. 

An analysis of the experimental results shows that in the observed case the PA response is established (reaches its maximum) after 
about Tmax1 = TW = 24.5 ms. During this time, while the optical excitation is switch on, the PA signal increases with rise time, Trise1 = 
14.85 [ms].  Subsequently, when optical excitation is switched off, the PA signal is relaxed with a complex time function. The PA sig-
nal rapidly decreases (with fall time Tfall = 11.23 ms) from its maximum to minimum value after approximate Tmin = 65.0 ms. Then, 
the PA signal increases again and after Tmax2 = 235 ms, it reaches a new lower maximum (with rise time, Trise2 = 84.25 ms). Finally, 
the signal decreases slightly so that after time Tmean = 470 ms, it will reach its mean value. The mean PA signal value is statistically 
determined and corresponds to a third of the maximum signal value. 

Theoretical model for optically (square-pulse) excited thin semiconductor elastic plate, which includes thermodiffusion, plasmaelas-
tic, and thermoelastic mechanisms, is given in order to study the experimental time-dependent PA signals. 
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Picosecond ultrasonics (PU) enables the mechanical characterization of transparent media by means of the time-resolved Brillouin 
oscillations.1,2 However, when the sample of interest has to be kept in a liquid medium during experiments, the acoustic wave front 
propagates through the sample-liquid interface, and measurements can be hampered by the strong Brillouin scattering in the sur-
rounding liquid. This is notably critical when probing the elastic properties of live cells since the Brillouin frequencies in the sample 
is very close to that of the culture medium.3 In this work, we propose the use of silica nanoparticles to discriminate the Brillouin 
oscillations in a soft transparent medium immersed in water.

The PU technique is based on the interaction of a probe light beam with a propagating acoustic wave. Two femtosecond lasers with 
slightly different repetition rates generate and probe the acoustic waves in the GHz range. By heating the bottom of a metallic trans-
ducer, the pump beam generates ultrashort acoustic waves. The probe beam is focused at the top of the transducer and faces exactly 
the pump beam.4 We consider silica beads sedimented in water. The size of the beads is chosen so that the frequency of their acoustic 
resonance matches the Brillouin frequency for water at the probe wavelength. As a result, there is no coherent acoustic propagation 
in water at this frequency and consequently no Brillouin oscillations. The phenomenon is enhanced by the high contrast of acoustic 
impedance between silica and water. Moreover, the refractive index for silica is close to that for water at the probe wavelength and 
there is no diffusion of the probe light due to the beads.

We have first demonstrated that when a sapphire/titanium transducer is immersed in water, nanoparticles cause a large decrease of 
the spectrum amplitude at the Brillouin frequency for water. In a second configuration, a layer of a transparent medium covers the 
optoacoustic transducer. The addition of nanoparticles attenuates the Brillouin oscillations in water, whereas the Brillouin signature 
for the transparent medium remains unaffected.
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Based on the thermal hysteresis of a phase change material exchanging radiative heat with a phase invariant one, we propose a 
radiative thermal memristor (Fig. 1(a)) characterized by a Lissajous curve between their exchanged heat flux and temperature dif-
ference periodically modulated in time (Fig. 1(b)). For a memristor with terminals of VO2 and a blackbody, it is shown that: (i) the 
temperature variations of its memristance follow a closed loop determined by the thermal hysteresis width of VO2. (ii) The thermal 
memristance on/off ratio is determined by the contrast of VO2 emissivities for its insulating and metallic phases and is equal to 
3.59. The analogy of the proposed memristor to its electrical counterpart makes it promising to lay the foundations of the thermal 
computing with photons.

Figure 1: (a) Scheme of a radiative thermal memristor: a PCM exchanging radiative heat with a non-PCM through a vacuum gap, due to their 
temperature difference ∆T(t)=8sin(2π t⁄τ) periodically modulated in time t. (b) Lisssajous q vs ∆T curve characterizing the thermal memristor. 
Calculations were done for four hysteresis widths T0h – T0c.
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The quartz enhanced photoacoustic spectroscopy (QEPAS) is a very sensitive spectroscopic technique, in which detection of the 
gas absorption induced with a laser is performed with a quartz tuning fork (QTF) [1-4]. Preamplifiers for piezoelectric sensors are 
implemented as voltage amplifiers or charge / transimpedance amplifiers [5]. Until recently, all the QTF amplifiers dedicated for the 
QEPAS were based on a transimpedance configuration. However, it can be easily proved that properties of the preamplifier can be 
substantially improved if it is implemented in the voltage configuration. Preliminary measurements of the QTF preamplifier imple-
mented in both mentioned configurations (voltage and transimpedance) showed, that the signal produced in the voltage amplifier 
configuration is over one order of magnitude higher than a signal from the transimpedance circuit [6]. In addition, evaluation of the 
signal-to-noise ratio (SNR) performed in the neighborhood of the QTF resonant frequency showed that the voltage configuration 
has the highest SNR, which is important, taking into consideration that the QEPAS technique is typically used in low concentration 
measurements.

Signal to Noise Ratio (SNR) is a major factor that limits the sensitivity of QEPAS sensors. The higher is the electrical signal level 
compared to the noise amplitude, the lower concentration of gases can be detected. For this reason, the preamplifier circuits used in 
QEPAS should be optimized for the low-frequency narrow-band applications. Moreover, special care should be taken when choos-
ing a particular operational amplifier in either transimpedance or voltage (differential) configuration. It turns out, that depending on 
the preamplifier topology different operational amplifier noise parameters should be carefully considered when the highest possible 
SNR of the whole QEPAS system is required. In the presentation, we will discuss operation of the sensor in both (i.e. transimped-
ance and voltage) configurations and in particular we will analyze the influence of the operational amplifier characteristics on noise 
properties of the preamplifiers dedicated for QEPAS applications.
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We present a quartz enhanced photoacoustic sensor based on a custom quartz tuning fork associated with different acoustic devices 
to enhance the sensitivity. We study the influence of the addition of different types of acoustic resonators, on the signal-to-noise 
ratio, quality factor and frequency, through finite element simulations together with analytical modeling. The studied resonators are 
longitudinal dual tube resonators used with or without an acoustic recovery cavity. We also propose the study of a new acoustic 
resonator configuration for QEPAS consisting in an acoustic radial mode.

Motivation

Over the last decades, photoacoustic detectors were designed using microphones placed in acoustic resonators [1, 2]. In 2002, a new 
technology emerged – called quartz enhanced photoacoustic spectroscopy (QEPAS) – using quartz tuning forks (QTF) instead of 
microphones for acoustic detection [3]. 

In classical PAS many works have already been conducted to determine the optimal geometry of the acoustic resonators to reach 
the best sensitivity [2] (Figure 1a). In QEPAS, an acoustic resonator can be used to enhance the sensitivity, usually taking the form 
of tubes placed on each side of the QTF, inside which the laser passes. It is called on-beam configuration (Figure 1b). Surprisingly, 
there has been very little deviation from the longitudinal resonator geometry for QEPAS.

Fig. 1. (a) Schematic of a differential Helmholtz resonator with microphones [4]. (b) Schematic of a QEPAS sensor in on-beam configuration, the 
tuning fork is surrounded by two longitudinal acoustic resonators in which the laser passes. (c) Schematic of our custom tuning fork with adapted 
longitudinal resonators as well as a cylindrical cavity for acoustic recovery.

Our work

We recently presented a custom QTF with adapted acoustic resonators [5, 6] (schematic in Figure 1c). This QTF, optimized to pres-
ent the best quality factor in air at atmospheric standard conditions, is associated with an acoustic recovery cavity in order to avoid 
the important acoustic losses that would occur due to the emission of acoustic waves by the QTF’s prongs. In order to enhance its 
sensitivity in a QEPAS experiment, the recovery cavity is coupled with adapted on-beam longitudinal resonators, enhancing the 
quality factor from 8000 to 75 000.

Fig. 2.  Study of the influence of the resonator’s radius on the system’s signal to noise ratio and quality factor. The SNR is normalized with the SNR 
obtained at the best quality factor (radius equal to 12.5 mm).
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We now propose a new configuration for our custom QTF (similar to Figure 1c), where the acoustic cavity is made resonant through 
adaptation of its design. This resonator was modelled through finite element simulations to study the influence of its geometry on 
the sensor’s response (Figure 2). An optimal coupling with the QTF is obtained by modifying the resonator’s radius, enhancing the 
signal-to-noise ratio by a factor ten compared to our previous non-resonant cavity.

We will provide a comparison of the key parameters – Q, SNR, frequency – of our sensor with both acoustic resonators. We will 
show how to design the system to obtain a better coupling between acoustical and mechanical resonances. 
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The main part of optoacoustic analytical system is the set of elements that provide the laser energy input to investigating media and 
excited acoustical energy reception for further analysis. The configuration of these elements depends on the destination and the task 
that are required and expected from optoacoustic system. For example, when investigating the cancer tumor in woman breast the 
laser pulse is directed by angle scanning to the breast body in the framework of “therapeutic window” spectral area. At the same 
time the set of acoustical sensors are situated surrounded and at the surface on the breast body, receiving the side lobs of ultrasonic 
radiation. But in many practical cases it is required to analyze the backside ultrasonic waves radiated immediately after laser pulse 
acting and closed to the area of sound excitation. Such situation might take place when for example investigating the cancer blood 
particles in the vessels closed to the skin surface. The wedge shape optical beam having fast repetition time over covers the cross 
section of blood vessel. So, when the optical beam is crossed by high absorption black cancer particle the ultrasonic reply is excited 
and is registered by ultrasonic lens sensor.     

In present report the variants of coaxial configuration of optical and acoustical system for photo acoustical investigation are dis-
cussed. The main idea of such optoacoustic geometry based on the fact that the angular spectrum of wave radiation or reception by 
round shape antenna is much differ in two cases: if the antenna has the disc shape and if the antenna has ring shape. In the last case 
the amplitude zero order lob of directivity diagram occurs about 10% higher in comparison to zero order lob of disc shape antenna, 
but second order side lobs of ring shape antenna on about 10% less than second order side lobes of disc shape antenna. That fact 
allows providing the crystal sound conductor having the ring shape piezo transducer on the one butt end and the acoustical lens on 
another butt end by cylindrical tube channel on the axis of ultrasonic sound conductor. This channel might serve for several aims: 1) 
to deliver immersion liquid to opto acoustical interaction area; 2) to channelize the optical radiation from laser right to investigating 
area; 3) to place the optical lens directly into the channel that could be combined with acoustical lens so that to provide optoacoustic 
process in minimal geometrical aria with coincided optical and acoustical focuses.

Based on above mentioned approach the series of optoacoustic devices where developed and patented.

Some of experimental realizations of different construction of suggested optoacoustic devices geometry in present report are dis-
cussed.
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A narrowband coherent source of acoustic phonons of either polarization could find widespread applications in science and 
technology [1]. We report experimental evidence for a 1.0 THz self-starting mirrorless acoustic phonon parametric oscillator 
(MAPPO) in a doping superlattice (DSL) structure pumped by nanosecond-pulsed 1.0 THz laser radiation [2]. It is based upon 
acousto-optic (AO) phase-conjugate degenerate four-wave mixing (D4WM) of counter-propagating fields [3]. Coherent nano-
second-pulsed THz compressional and shear waves with different pumping thresholds were observed. We have designed the 
DSL period to provide spatially-distributed feedback. The DSL [4] was grown by molecular beam epitaxy on a (100)-oriented 
boron doped silicon substrate. Superconducting granular aluminum bolometric detection, coupled with Si:B piezophonon spec-
troscopy, revealed excitation of THz coherent longitudinal acoustic (LA) and transverse acoustic (TA) phonons, along the <111> 
direction only. The Bragg condition for distributed feedback, and the energy conservation requirement for the D4WM process, 
were both verified. The delta-doped DSL [5] consisted of 30 n-i-p-i sequences of period d = 8.1 nm with B and Sb doping levels  
N2D = 3.3x1013 cm-2. The smallest subband energy level spacing in the V-shaped potential wells for both electrons and holes is 
of order 50-meV in our DSL, much larger than the 4.3-meV pump radiation. Accordingly, the AO D4WM process should lie in 
the reactive regime [6] where the frequency of the far-infrared (FIR) laser pump radiation is below the onset of absorption by 
electronic transitions in the DSL. Electrostriction-coupling is posited to result from the direct action of the electric field acting 
upon the ion sheets of the DSL. The experimental arrangement is shown in Fig. 1(left). We use a superconducting NbTiN sub-
wavelength grating-coupler (period 10-µm) to convert the incident pump radiation into counter-propagating evanescent surface 
waves within the DSL, and a superconducting Al bolometer for both photon and phonon detection. The Si substrate was boron 
doped at a density of NB=1015 cm-3 to allow Si:B piezophonon spectroscopy [7]. Fig.1 (right) illustrates schematically our posited 
1.04-THz D4WM process. Fig. 2(left) shows a stacked sequence of digitized bolometer traces (signal versus time) in response 
to single laser pulses of progressively increasing power. The first pulse observed (at 0-ns) in all traces is the bolometer response 
to the arrival of undiffracted grating-coupled FIR laser radiation. As the laser radiation pump power reaches a threshold power 
of 6.4-mW, ballistic <111> LA phonons appear at a delay time of 110 ± 2 ns. As the incident FIR power increases further, the 
LA signal at the 110-ns delay grows progressively stronger, and at a 8.8-mW pump power, a second <111> TA signal appears at 
210±2 ns. The observed phonon signal delays agree with calculated transit times, 110-ns and 203-ns for <111> LA and TA pho-
nons, respectively, across the 0.6 mm thick Si substrate. Fig. 2(right) shows phonon spectra acquired by the Si:B-spectrometer. 
The LA and TA phonons are observed at 4.3-meV (1.0-THz), yielding evidence for energy conservation for the D4WM process. 
Estimates for the LA peak power, phonon occupation number, and strain were 10 µW, 108, and 10-4, respectively for a FIR pump 
power 10 mW in a 5 ns duration.

Fig. 1. (Left) Schematic diagram of experimental arrangement. Thicknesses of grating-coupler and DSL (crosshatched) not to scale. THz pump 
laser radiation incident from left with wavevector k, E-field, and typical digitized pulse envelope shown. (Right) (a) Schematic diagram of 
MAPPO showing k/-k evanescent electromagnetic fields, and <111>-directed Q/-Q (PC) acoustic fields. (b) Energy conservation diagram for 
D4WM (c) Distributed feedback phase-matching, projected onto (100) plane, results in a standing LA wave (solid lines) for Q/-Q. DSL(dotted 
line) of period d. Gain grating (dash-dotted line) shown. LA wavelength: LLA
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Fig. 2. (Left) Stacked sequence of digitized bolometer signals (arb. units) for increasing (estimated) pump power (mW) listed above traces. (Right) 
Resonant scattering from Si:B spectrometer indicating 4.3-meV energy for both LA (top) and TA (bottom) phonons.

A self-starting MAPPO operating at 1.04 THz and providing TA and LA phonons may prove useful both as a source (and detector 
[8]) for probing material properties at the nanoscale, and to provide a testbed for studies of non-classical acoustic phonon fields.
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The optical absorption coefficient is a measure of how much the electromagnetic radiation of a certain wavelength can penetrate 
a material before being absorbed. This magnitude depends on the material properties and on the wavelength of the incident light. 
It is a very important tissue property, which has to be known for the accurate planning of phototherapy treatments; since the ef-
fectiveness of this type of therapies depends on the absorption of light by the tissue to be treated. Therefore, this magnitude must 
be accurately studied to achieve the desired results with a proper dosimetry.

This work presents the design and construction of a photoacoustic system that allows the measurement of optical absorption 
coefficients of a certain substance when it is exposed to modulated light of several wavelengths.

The device is based on the photoacoustic effect, according to which, when modulated light is absorbed by a material enclosed in a 
cavity containing a gas, a pressure wave of the same frequency as that of the light modulation is generated. This wave is the result 
of periodic absorption processes and subsequent heating of the sample and the surrounding gas within the cell. The measurement 
of the absorption coefficient is possible due to the fact that the pressure produced inside the photoacoustic cell is directly pro-
portional to the optical absorption coefficient of the absorbing medium. The pressure wave can be detected using a microphone.

The proposed system consists of a cabinet, a photoacoustic cell, a laser array with its driver module, a module for temperature 
control of the lasers, a synchronous detection system, a control software, and a power source. 

The system uses the method of synchronous double-phase detection to measure weak signals in environments with high levels 
of electromagnetic, luminous, and acoustic noise. This technique was implemented in a home-made excitation-detection module 
that avoids the use of expensive laboratory equipment such as a Lock-in Amplifier. This module is responsible for the generation 
of in-phase and quadrature signals and their subsequent demodulation after the pressure wave is detected. The sensing module is 
composed by an electret microphone and a preamp circuit that allow the detection of the photoacoustic signals. The microphone 
is mounted in an appropriate slot in the developed photoacoustic cell where the studied sample, solid or liquid, is also enclosed. 
The eight semiconductor lasers are mounted on a disk, pointing to a prism located in its center; the control system allows the 
irradiation of the sample with a modulated signal selected among eight different wavelengths. The system has a control module 
for eight different lasers, which allows the irradiation of the sample with a modulated signal at eight different wavelengths, as 
well as the selection of the laser to be used. The laser selection is carried out by means of a simple optical array that includes a 
rotating prism. The prism rotation movement is performed using a stepper motor which is controlled by means of a home-made 
control circuit. Also, Peltier cells were implemented to maintain a correct control of the lasers temperature, which is monitored 
throughout the measurements by a circuit that includes temperature sensors. The system has a power supply provides the different 
voltages used for each part of the system. The system uses a computer for data storage, while the control and communication 
interface has been developed using an Arduino Mega 2560 and the LabVIEW platform.

Every part of the system was properly characterized with respect to its stability and response at the different working frequencies. 
Several measurements were performed on phantoms to evaluate the system performance at modulation frequencies of 30 Hz, 100 
Hz, 500 Hz, 1000 Hz and 2000 Hz. The preliminary results are presented and discussed. 
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The ability to transfer audible sound lacking any electronic apparatus which effect to human brain will open up many innovative 
possibilities: e.g., EEG (Electroencephalography) sound module. The modulated optical signal can be converted into an audible 
signal occurs via the absorption of light by the specific molecules. When the specific molecule is irradiated with IR light, the 
atomic bound of the molecule is vibrated and occurred a damping signal. If the damping signal is sufficiently high, the photo-
acoustic sound can be achieved. We design a cell which is filled with the highly IR resonant molecules and illuminate with mod-
ulated optical signal. The optical signal is transfered to cell from the source via optical fiber. Conceptually we achieved 50 – 80 
dB (SPL) in our design. 
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Fiber-reinforced metal laminates have been widely used in aerospace, supersonic vehicle, nuclear power, rail transit and other 
fields due to their excellent fatigue damage tolerance, impact resistance, corrosion resistance, high flame retardancy and easy 
processing. The fabrication conditions of fibre metal laminates are complex and the service environment is harsh. It is easy to 
produce defects such as overall cracking, uneven curing or even breaking of fibers, debonding of fibers and substrate, which will 
directly endanger the service life, operation safety and controllability of the equipment. Infrared thermal wave nondestructive 
testing technology has many advantages, such as safety, high efficiency, wide application fields, visual testing results, etc. It 
provides a new method for the detection of debonding defects of fibre metal laminates. A linear frequency modulation (LFM) ex-
citation method for detecting debonding defects of fibre metal laminates was developed. Using halogen lamp as infrared thermal 
excitation source, infrared thermal imager collects infrared images of fiber metal laminates. Using pulse phase method (PPT), 
polynomial fitting and reconstruction are carried out first. After Fourier transform, the amplitude and phase maps are obtained, 
and the best amplitude maps are selected for comparative analysis. Then the amplitude map is processed by discrete cosine trans-
form (DCT) to reduce the noise interference. Finally, the infrared image is processed by expansion and corrosion using the PCA 
(principal component analysis) - morphology algorithm to obtain the edge recognition of the defect of the fiber metal laminate. 
The results are compared with those obtained by Canny, LOG, Robert and other classical edge recognition operators. It is veri-
fied that the PCA-Morphology algorithm has more edge recognition ability and can improve the infrared detection ability of the 
defects in fibermetal laminates.
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As the main substrate material of integrated circuits, semiconductor wafers have become the semiconductor materials with the 
largest production scale, the largest single crystal diameter and the most complete production technology. Surface damage of 
silicon wafers can be divided into surface damage and subsurface damage. The surface damage mainly includes scratches, micro 
cracks, broken, orange peel and pits. The subsurface damage mainly includes amorphous layer, poly-crystalline layer and micro 
Cracks, dislocations, stacking faults, elastic distortions, and residual stresses. Surface/subsurface damage during semiconductor 
wafer processing will have a direct impact on the processing time and processing efficiency of the subsequent polishing process, 
due to the shallow surface damage of the silicon wafer and its crystallographic properties of the single crystal. Many conventional 
inspection techniques are not suitable for the study of wafer surface/subsurface damage. The micro crack defects detection of 
semiconductor wafers by infrared heat wave testing technology was studied under linear frequency-modulated laser excitation. 
The heat transfer process and temperature field distribution of semiconductor wafers with chirp modulation were studied. The 
numerical simulation analysis confirmed the time-frequency domain response characteristics of the thermal wave radar signal 
are analyzed. The influence of scanning period and laser power and defect geometry on the characteristics of thermal wave radar 
signals was analyzed. The results show that for the 10 μm wide micro crack, this test method can be theoretically detected. With 
the deepening of the crack defect depth, the larger the temperature difference between the two sides of the crack, the easier it is 
to be detected; as the crack width increases, the larger the temperature difference between the two sides of the crack, the easier 
it is to be detected. Under the condition that the semiconductor wafer not damaged twice and the performance of the detection 
system is allowed, the laser power can be used to identify the micro crack defects, and the scanning period has little effect on the 
crack detection on both sides of the semiconductor silicon micro crack. The results of this test play a major role in the surface/
subsurface damage detection of semiconductor wafers, provide important technical support for the production of semiconductor 
wafers, and have broad application prospects. In addition, the research results can provide some reference and reference for other 
semiconductor materials, optical material damage and defect detection.



224

High Resolution Three-Dimensional Photoacoustic 
Microscopy based on Linear Frequency-Modulated  
Optical Excitation                           

Zahra Kavehvash*, Seyed Masood Mostafavi, Mohammadreza Amjadian

Sharif University of Technology, Tehran, Iran

mosatafavi_sm@ee.sharif.edu, mohammadreza.amjadiang@ee.sharif.edu, kavehvash@sharif.edu

Photoacoustic microscopy (PAM) is an emerging imaging modality where the variation in optical absorption coefficient of tissues 
is detected via ultrasonic transducers. Photoacoustic microscopy, even though having high lateral resolution, suffers from low 
depth of field (DOF). In an attempt to improve the DOF of PAM structure single pixel photoacoustic Fourier imaging has been 
proposed to achieve a 3D image with no mechanical scanning [2]. In this structure, each two-dimensional (2D) image at a spec-
ified depth is considered as a weighted sum of 2D sinusoidal light fringes with different frequencies [1]. Propagation-invariant 
sinusoidal fringes (PISFs) are generated in space by interference of two symmetrical tilted plane waves. In this method, a digital 
micro-mirror device (DMD) is utilized in order to steer the input optical beams in different inclination angles. Therefore, the 
effective wavenumber, keƒƒ=kcosθ, is being changed by θ. Because of the limited tilting angle of DMDs, the achievable range for 
keƒƒ would be limited resulting in loss of some spatial frequency components. This in turn would limit the spatial resolution and 
contrast of this structure. 

In this work, the above limitation is overcome through employing a frequency-swept (chirped) optical excitation for producing 
the input sinusoidal fringe patterns instead of changing the beam angle via DMD. In this approach, the optical wavelength is 
continuously altered with time, like the structure presented in [3]. Change in optical wavelengths would result in variation of the 
frequency of sinusoidal fringes. Therefore, the effective wavenumber would cover a wider frequency bandwidth resulting in im-
proved spatial frequency bandwidth and thus resolution of the captured image. The proposed single-pixel Fourier photoacoustic 
imaging structure with chirped optical excitation is shown in Fig. 1.

Fig 1. Schematic of the 3D Photoacoustic Microscopy based on Linear Frequency-Modulated Optical Excitation.

As an example, the DLP4500NIR DMD [4] tilts the beam angle in the range of ±12 degree that yields a relative effective wave-
number bandwidth equal to 2.2 percent. In contrast, by using CF125 [5] as a tunable laser source in the proposed structure, keƒƒ 
relative bandwidth would be around 65 percent. This improved relative bandwidth results in better resolution of final reconstruct-
ed 3D image. 
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The chemical interaction and morphology at the interface of self-etch adhesives and the dentin in noncarious cervical lesions de-
pend on the functional monomer present in the adhesive. This fact is essential to evaluate the requirement for additional substrate 
preparation before adhesive procedures(1,2). It is well known that photothermal methods permit the identification of biochemical 
changes without the need for reagents or complicated sample preparation(3,4). This study aimed to evaluate the interaction of re-
storative adhesive system with dentin, especially the study of resin-dentin interfaces. The dynamics of materials setting, formation 
of chemical bonds and depth profile analysis will be discussed. FTIR Photoacoustic methods was used in the rapid scan mode to 
quantitatively analyse the formation of chemical bonds and depth profiling in adhesive-dentin restoration. Human teeth were used in 
order to investigate the chemical interaction between the restorative adhesive material and the dentin tissue with or without natural 
non-carious cervical lesions (NCLL) (Research ethics protocol:47305015.7.0000.0104). Specimens had their spectra measured with 
Fourier transform infrared photoacoustic spectroscopy (FTIR-PAS) before and after being submitted to the adhesive treatment. The 
experiments were performed with a Nicolet Spectrometer (MTEC Photoacoustics, Ames, USA) equipped with a MTEC 200 photo-
acoustic cell model. All spectra were collected at a resolution of 8 cm-1, with scanning speed of 0.5 cm/s. The spectral region of the 
measurements was between 4000 and 400 cm-1. Figure 1 illustrate the results for noncarious cervical lesions (NCCL) before and after 
application of the self-etch adhesive system containing the 10-MDP monomer (Clearfill SE Bond 2, Kuraray Noritake Dental Inc., 
Tokyo, Japan). Circles and bars indicate changes in spectra, suggesting chemical interactions between the dentin and the adhesive 
system. The detection of chemical bonds between adhesives and dentin has been shown to be a controversial topic in the literature. 
As a consequence, several techniques have been used in order to provide a better understanding of the involved chemical process-
es(5). This technique has been used before to investigate the occurrence of adhesive chemical bonds in dentin; exploring the finger 
print characteristics of the optical absorption bands in the infrared spectral region. It has already been demonstrated that the 10-MDP 
functional monomer present in the adhesive system used in this work is capable of forming chemical bonds with the hydroxyapatite 
(calcium salts-MDP), improving adhesion and the longevity of restorations (5). The FTIR-PAS analysis confirmed that the peak 
intensities related to the chemical interactions in health dentin tissue were similar to those in teeth with NCCLs. Considering that 
the lack of durability of dentin-resin bonding is still a challenge in clinical restorative dentistry, resulting in frequent restoration re-
placements due to its short lifetime, these analyses supplied important information since they detected chemical interaction between 
the dentin tissue and the adhesive system. The findings of this study may benefit dentistry clinical practice since the improvement 

of chemical bonds on resin-dentin 
interface enhances the restoration 
stability.

Fig.1 Photoacoustic absorption spec-
tra obtained from the adhesive and the 
NCCL before and after application of 
the adhesive system. (A) Spectral re-
gion 2100-550 cm-1, and (B) Spectral 
region 1800-1200 cm-1.
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The ability to spatiotemporally dissemble and re-assemble the intercellular adhesion allows the researchers and tissue engineers to 
break and build multicellular biosystems in a specific manner. Examples of clinical applications include a precise spatiotemporal 
modulation of tissue integrity through complete opening and recovery of cell junctions at the blood-brain barrier (BBB) for efficient 
drug delivery. 

Although various kinds of strategies have been developed to facilitate the efficiency of drug delivery across the BBB to date, a safer 
and more efficient way is still desperately in need due to the complexity of the brain. Therefore, either too firm or too loose state 
of the cell junctions leads to the imbalances of the health conditions. To appropriately open and to stabilize the cell junctions s are 
equally momentous from the therapeutic point of view.

One of the suitable tools for achieving this goal is the microbubble-engaged ultrasound irradiation. However, a clear understanding 
of the mechanism has been limited due to the complexity and the meticulous scale in the signal regulations and architectural changes 
therein.

Among the reasons that there are still many unanswered questions in the field is an insufficient spatial resolution of the images ob-
tained. For instance, how the tight junction proteins redistribute due to the ultrasound irradiation is still unclear. The fluorescence 
super-resolution microscopy, which normally yields the lateral resolution in the 20~50 nm range, is an excellent tool to tackle this 
problem

Based on our expertise and experience in fluorescence super-resolution imaging, we plan to establish a multi-functional super-res-
olution imaging platform integrated with Stimulated Emission Depletion (STED) microscopy, soundwave, and microfluidic cell 
culture systems to investigate the spatiotemporal correlations between the molecular and architectural events in ultrasound-mediated 
TJ modulation.
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In this work, we present a numerical parametric study of an integrated Mach-Zehnder Interferometer (MZI), where one of the arms 
has been replaced by a Long Range Surface Plasmon Polariton (LRSPP) waveguide, as is shown schematically in Figure 1(a). The 
rest of the structure of the MZI is all-dielectric, and it consists of waveguides made of the commonly used SU8 photoresist, which 
are embedded into a CYTOP host polymer matrix. Our structure is designed specifically for biologically relevant situations, where 
high-sensitivity sensing of refractive index in aqueous environments is critical for tracking small changes in the concentration of 
the suspended species.

Figure 1(b) shows in detail the region of the sensing arm having the LRSPP waveguide. The waveguide itself consists of a thin 
stripe of gold [thickness ~35nm; see Figure 1(c)]. The thickness of the LRSPP waveguide has been strategically chosen in order to 
balance the sensitivity and the losses [1]. The top cladding of the LRSPP waveguide is removed in order to expose the waveguide to 
interact with the analyte, i.e., basically, the analyte plays the role of the top cladding of the LRSPP. Due to the significant sensitivity 
of the mode supported by the LRSPP waveguide to the optical symmetry of the claddings, small variations in the effective refractive 
index of the analyte can be detected. Figure 1(d) shows the intensity distribution of the mode supported by the LRSPP waveguide, 
for the case of symmetric claddings.

In the first stage of our parametric study, we focus our attention to the geometrical optimization. More specifically, we study the depen-
dence on the length of the arms of the MZI, as well as the S-bend radius [see Figure 2(a)]. As a preliminary result, we show the reflec-
tance/transmittance characterization as a function of the length of the arms of the MZI, i.e., as a function of the length of the LRSPP 
waveguide, as indicated in Fig. 2. The simulations were performed using COMSOL Multiphysics®. The wavelength of operation in 

the simulations is the telecom standard λ0 = 1550 nm. For the simulations, 
the thickness of the top and bottom claddings was 15μm in all parts of the 
structure. The simulations were performed for an S-bend radius r = 6.5 mm; 
the curvature is set to be the same in both the input and the output of the 
device. The length of the arms of the MZI was varied in a range from 0.1 
mm to 5mm [Figure 2(c)].
Fig. 1. (a) Schematic of the simulated device, consisting of a LRSPP waveguide in-
corporated into the sensing arm of an integrated MZI. (b) Zoom-in into the sensing 
region. The top cladding of the LRSPP waveguide is removed in order to expose 
the waveguide to interact with the analyte. (c) Dimensions of the LRSPP wave-
guide. (d) the intensity distribution of the optical mode supported by the LRSPP 
waveguide.

Fig. 2. Reflectance/transmittance of the device as a function of the length of the 
arms of the MZI. (a) The geometry of the simulation; r and L are the radius of cur-
vature of the S-bend and the length of the arms, respectively. (b) A typical result of 
the intensity distribution. (c) transmittance (at the output port) and reflectance (at 
the input port) as a function of the length of the arms of the MZI.

In the complete study, which includes the dependence on the bending ra-
dius, we were able to find optimal geometries, with minimal losses and 
a suitable length, for which the contrast of the transmittance/reflectance 
response is maximum [see Fig. 2(c)]. This result is the best condition pos-
sible for interference, which is critical for sensing small changes in refrac-
tive index with high sensitivity.
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Aggregation of misfolded proteins can lead to formation of fibrils and further loss of protein functions (i) in cells, like aggregation of 
tumor suppression proteins associated with cancer pathogenesis [1], or (ii) in extracellular matrix, like amyloid formation in type-2 
diabetes, neurodegenerative diseases, and hereditary systemic or organ-specific amyloidosis [2,3]. Thus, protein amyloid formation 
is a target for drug therapy to address an aggressive array of diseases, and methods to quantify and assess therapeutic response are 
needed to optimize specific treatment protocols. Screening new agents against protein aggregation is very challenging, however, due 
to the stochastic character of aggregate nucleation. 

We hypothesize that protein fibril formation can be controlled by small molecular catalysts and inhibitors rather than by altering the 
concentration of protein macromolecules, and resultant phase transition phenomenon can be detected photoacoustically. To test this 
hypothesis, we use natural antimicrobial enzyme lysozyme, a model protein known for genetic lysozyme amyloidosis with manifes-
tation in the gastrointestinal tract [4]. 

Here we study time-dependent changes in the photoacoustic (PA) response from optically contrasted solutions contained the protein 
Ly and salt-precipitant NaCl [5]. Crystallization from solution is accompanied by heat release and, consequently, by reduced specific 
heat capacity Cp and concomitant increased PA signal amplitude p at the first stage of the phase transition. Note that changes in the 
volumetric thermal expansion coefficient β and speed of sound Vl are negligible for this type of phase transition. 

The PA signal amplitude was measured as a function of laser excitation energy E. A principle schematic of the non-contact PA mea-
surement system used here can be found in [6]. A key advantage of a non-contact approach is that the protein solution can be probed 
in its natural environment using standard laboratory cuvettes and other containers conventionally used in other analytic instruments 
to characterize the solution.

The solutions were contrasted with carbon microparticles and placed in a chamber. A narrow beam of a diode-pumped nanosecond 
laser at 750 nm wavelength was directed to a measurement cuvette. The signal was detected by the double differential fiber-optic 
Sagnac interferometer. 

If there is no phase transition, then Cp=const and  is a linear function at a fixed laser beam diameter. If there is a phase transition, 
however, then than  will diverge from linearity corresponding with 1⁄Cp . We obtained data for a variety of aqueous mixtures of 
Ly+NaCl and the results clearly demonstrate the potential of the proposed method to detect aggregation in real time.

These results can be used to develop a PA instrument for high-throughput in vitro screening of agents designed for protein aggre-
gation control and ex vivo examination of protein aggregation precursor to facilitate early stage diagnostics and therapy of amy-
loid-related diseases. 
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Lateral flow immunoassays (LIFAs) are simple paper-based devices used for non-laboratory diagnostics in many fields, such 
as agriculture, medicine, environmental testing, biosafety control, and water and food quality control. The LFIA provides rapid 
analysis of analytes without the need for sophisticated equipment and specially trained personnel, however, they suffer from 
low detection limits. They have low detection limits because most of the commercially available LFIA technologies incorporate 
optical scattering properties of antibodies and gold nanoparticles (GNPs) for colorimetric interpretation of test results. However, 
our recent research findings [1], indicate that the detection cutoff limit of LFIA can be significantly improved by recording the 
localized surface plasmon resonance responses of GNPs. In this study, we demonstrate improvement in analytical sensitivity and 
detection limit of commercially available LFIA test strips for detection of THC (Δ9-tetrahydrocannabinol; the psychoactive sub-
stance of cannabis) and hCG (aka pregnancy hormone) by interrogating their photothermal responses in a lock-in thermography 
(LIT) platform.

Materials and Methods 

Experimental setup includes a conventional LIT illumination sub-system in which intensity-modulated near-infrared light 
(808nm; Jenoptik, Jena, Germany) is collimated, homogenized, and illuminated the sample. Detection is synchronously carried 
out via a long-wave infrared camera (Xenics Gobi 640, Belgium) at a maximum frame rate of 50 fps. Lock-in demodulation of 
signals is performed in LabVIEW for obtaining amplitude and phase images.

THC test strips: The LIT interpretation of THC was performed using NarcoCheckTM saliva test strips procured from Kappa city 
Biotech SAS (Montluçon, France) with a nominal detection limit of 25ng/ml. Saliva sample containing Δ9-THC was prepared 
by adding a known volume of non-stabilized artificial saliva (Chromatographic Specialties Inc.; Brockville, Canada) to Δ9-THC 
stock solution (MilliporeSigma; Oakville, Canada) to achieve the desired THC concentrations of 25, 10, 5, and 1 ng/ml. The sam-
ple solutions were then pipetted into three polypropylene sample vials and one saliva test strip was dipped into each vial. Upon 
immersion, the solution flowed upward by capillary action towards the test and control bands on the nitrocellulose membrane and 
interact with antibodies in order to create a colorimetric contrast difference. After 10 minutes, the test strips were removed from 
the vial and dried at room temperature for LIT interpretation. The process was repeated for solutions of different concentrations. 
Amplitude and phase images of the spiked test strips were obtained using LIT. The images were analyzed for quantitative eval-
uation of LFIA at different THC concentrations. 

hCG pregnancy test strips: The hCG LFIA test was performed using the Rapid ResponseTM 20 mIU/ml test strips and the 20 
mIU hCG urine control positive solution procured from BTNX Inc. (Markham, ON, Canada). To prepare solutions with different 
hCG concentrations, the urine control positive solution was pipetted into seven polypropylene sample vials and subsequently 
diluted with DI water to achieve spiked control positive solutions with concentrations of 16, 12, 8, 4, 2, 1 and 0.2 mIU. One test 
strip was dipped into each vial of different concentrations. After completion of the test, the LFIA strips were removed from the 
vial, dried and obtained LIT amplitude and phase images. In order to extract quantified information from the images of strips with 
different hCG concentrations, a normalization process was applied to compensate for sources of systemic error.

Results

Quantitative analysis of experiments was performed by calculating the mean and standard deviation (STD) from the test band 
of the amplitude images of spiked LFIAs. Fig 1(a) illustrates the average normalized amplitude values within the test band for 
strips with different THC concentrations ranging from 0 to 25 ng/mL, obtained at a laser modulation frequency of 2 Hz. One can 
see that the LIT amplitude value decreases with an increase in the THC concentrations in oral fluid. Since the STDs of any two 
concentrations do not overlap, results suggest that interrogation of thermal signature of GNPs through LIT significantly improves 
the detection threshold (1ng/ml vs the nominal 25 ng/ml limit of the LFIA used) of these low-cost and accessible point-of-care 
devices. Moreover, our results show that LIT provides a way to quantify the concentration of oral fluid THC. 
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Fig. 1. (a) Average normalized amplitude values within the test band for THC test strips with different THC concentrations and (b) average nor-
malized phase values for hCG test strips [1]. 

Fig 1(b) depicts the average normalized phase values within the test band for stripes with different hCG concentrations ranging from 
0 to 16 mIU, obtained at the modulation frequency of 2 Hz. The LIT phase value decreases monotonically with an increase in the 
hCG concentration. The error bars do not overlap for any two concentrations which indicate that the detection limit of commercial-
ly-available hCG test strips is significantly improved by examining thermal signatures of GNPs (0.2 mIU vs. nominal LFIA cut-off 
of 20 mIU). 
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Dental caries continues to be a major public health challenge in both children and adults [1]. Over the past decades, the state of the 
art in preventive dentistry has provided promising therapeutic techniques for preventing the progression of early dental caries to 
cavities and complete tooth decay [2]. However, the effectiveness of these preventive provisions rely on detection of caries at very 
early stages of formation; a task not achievable by clinical detection methods such as x-ray radiography and visual-tactile inspection 
[2]. As such, in recent years, several optics-based imaging methods have been proposed for early detection of caries. From bio-
medical physics perspective, these technologies rely on either enhanced scattering of light or enhanced absorption of light at early 
caries sites. While optical coherence tomography (OCT) is known as the mainstream scattering-based technology in the field, ther-
mo-photonic imaging (TPI) is, arguably, the mainstream choice of detection of early caries based on absorption of light. This paper 
aims to review the development of a spectrum of dental OCT and thermo-photonic imaging methods over the past decade by leading 
research groups in the field as well as to present our recent results on a comparative study on the detection of early dental caries using 
thermo-photonic imaging and optical coherence tomography. Based on the outcomes of the comparative study, recommendations 
supported by preliminary results are made for a light-absorption based imaging modality with the ability to produce tomographic 
and depth-resolved images, combining the key advantages of OCT and TPI [3].

Experimental setup of TPI system, Fig. 1(a), includes an illumination sub-system in which intensity-modulated near infrared light 
(808nm; Jenoptik, Jena, Germany) is collimated and intensity-homogenized before illuminating the dental sample. Detection is syn-
chronously carried out via a long-wave infrared camera (Xenics Gobi 640, Belgium) at a maximum frame rate of 50 fps. Based on 
the modulation scheme used lock-in demodulation or cross-correlation of signals is performed in LabVIEW for obtaining amplitude 
and phase images. On the other hand, the OCT system, Fig. 1(b), uses broadband light of a superluminescent diode centered at 1310 
nm (+/- 75 nm at 10 dB) and a 2048-pixel line scan camera spectrometer with a maximum acquisition rate of 147 kHz to form tomo-
graphic images of light scattered back from dental samples via interferometry with axial and lateral resolutions of 11 µm and 10 µm, 
respectively. Verification tests were caries out by micro Computed Tomography (Skyscan 1272 high-resolution µCT system, Bruker 
MicroCT, Kontich, Belgium). Samples used in the studies were healthy extracted human teeth which were subsequently artificially 
demineralized using a standard acidic gel for different treatment periods. 

Fig. 2 represent data from one of the studies carried out aimed at comparing performances of OCT and TPI in detecting well-devel-
oped early caries on proximal and occlusal surfaces. While these results demonstrate sufficient detection sensitivity of both technol-
ogy, more specific nature (i.e., less false positive readings) of TPI is clearly demonstrated. Figure 3 depicts results of the statistical 
analysis carried out on a time-lapse artificial demineralization study. Panels (a) and (b) highlight pixels statistically identified as 
demineralized (i.e., yellow pixels) by OCT and TPLI, respectively, at different stages of demineralization. The tabulated sensitivity 
and specificity data in panel (c) as well as the ROC plot in panel (d) clearly show the more specific nature of TPI over OCT, espe-
cially at early stages of caries formation.

Fig. 1 Schematic representation of the developed (a) TPI and (b) OCT systems [3].
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Fig. 2 Schematic Photographs of simulated caries on (a) smooth and (b) occlusal 
surfaces; rectangles depict the location of treatment windows. Representative 
OCT B-mode images of (c) smooth surface and (d) occlusal caries samples along 
the solid lines indicated in panels (a) and (b), respectively. Integrated en-face 
OCT images at 10 days of treatment of (e) smooth and (f) occlusal caries sam-
ples. TPLI phase images obtained at 2-Hz modulation frequency at 10 days of 
treatment for (g) smooth surface (h) occlusal caries samples. (i) and (j) represent 
the µCT slices along the green and blue dashed lines in panel (f), respectively. 
Red and yellow arrows point to treatment window and false positives, respec-
tively. [3]

Fig. 3 Statistically (CI: 95%) identified healthy (blue pixels) and demineralized (yellow pixels) at various stages of demineralization by (a) OCT 
and (b) TPI. (c) Corresponding sensitivity (S) and specificity (P) values and (d) receiver operating characteristic curve. [3]
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Photoacoustic spectroscopy has been demonstrated as an effective technique for non-invasive measurement of blood glucose con-
centration [1-3]. The measurement is done by probing the glucose molecules in the interstitial fluid with an infrared laser source. The 
interstitial fluid lies a few micrometers under the skin surface and the glucose concentration in the interstitial fluid and in the blood 
is correlated [4-5]. If the acoustic resonator of the sensor was closed, skin transpiration during measurements would result in the 
build-up of humidity inside the resonator causing strong absorption of the infrared radiation. Leaving one end of the resonator open 
has been shown as possible solution that enables continuous non-invasive monitoring of the blood glucose concentration.

We demonstrate an accurate method for simulating the photoacoustic signal in an open 
resonator using finite element modelling. The resonator consists of three interconnected 
cylinders forming a T-like structure as shown in Fig.1.

This simulation method is based on the linearized Navier-Stokes equations in which vis-
cous and thermal loss are the main sources of signal attenuation. The open end of the 
resonator is modelled by adding a hemisphere as an additional domain. The hemisphere 
represents the infinite free space. To avoid reflections of the radiated sound waves, it is 
terminated by perfectly matched layers (Fig. 2).

The simulation results show good agreement with the experimental results as all the major 
acoustic resonances have been experimentally confirmed. The small frequency shifts of the 
resonances are mainly attributed to experimental inaccuracies.

The simulation method provides an accurate tool for modelling the performance of an open 
resonator. This is particularly useful when designing and optimizing the photoacoustic sen-
sor for blood glucose measurements. 
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Fig. 1. T-shaped resonator made from 
Aluminum. The small opening at the top 
of the resonator is closed by skin of the 
patient, while the opening at the bottom 
of the large cylinder is left open. A mi-
crophone is mounted at the end on the 
narrow side cylinder.

Fig. 2. The resonator with the addition-
al hemisphere (grey) and the perfectly 
matched layers (blue).  
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Light-harvesting complex II (LHCII), as the primary antenna complex in the green plants, is playing a fundamental role in the initial 
steps of the photosynthesis by harvesting solar light and transferring excitation energy to the plant photosystem II core complex1. 
The LHCII complexes contain multiple chlorophyll and carotenoids with substoichiometric amounts of xanthophylls, including vio-
laxanthin or zeaxanthin2,3. The xanthophyll cycle is one of the possible mechanisms of regulating dissipation and energy transfer in 
the photosynthetic apparatus of plants, by converting the level of violaxanthin to zeaxanthin. However, studying on this regulation 
and antenna organization between LHCII supercomplexes is challenging because of the difficulties in nanoscale characterization of 
antenna supercomplexes in the presence of chloroplast lipid membranes.

In this work, we applied single molecular techniques based on atomic force microscopy-infrared spectroscopy (AFM-IR), a novel 
hybrid technique of AFM and infrared spectroscopy, providing new insights into the chemical analysis in nanoscale, as illustrated in 
Fig. 1. This technique allows us to characterize the morphological properties of the lipoprotein multilayer and access the conforma-
tional conversion of LHCII protein on the chloroplast lipid due to the effect of violaxanthin or zeaxanthin. The IR absorption map 
on the chloroplast lipid membrane are shown in Fig. 2. 

Fig. 1. Scheme of infrared nanospectroscopy of the LHCII complex on the lipid membrane.

Fig. 2. The surface morphology image and IR absorption (1645 cm-1) map of lipoprotein multilayer, consisting of chloroplast lipids and the antenna 
complex LHCII, in the presence of violaxanthin (middle) or zeaxanthin (right).
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Our results reveal that, from the IR absorption map at 1645 cm-1 in Fig. 2, the existence of xanthophylls can lead to specific stabiliza-
tion between LHCII supercomplexes, by promoting the interaction between intramembrane complexes embedded in the photosyn-
thetic membranes or intermembrane complexes from vertical stacked membranes. Moreover, zeaxanthin shows more pronounced 
effect in linking and stabilizing these supercomplexes than that of violaxanthin, and induces intermolecular aggregates between su-
percomplexes. While, violaxanthin indicates the ability of linking the LHCII antenna and preseaving their conformational structure 
without formed aggregation. These dynamics of xanthophyll cycle form the basis for controlling LHCII antenna rearrangement and 
promotes our understanding on biological regulation of photosynthesis.
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Solar cell efficiency is known to be highly dependent on the spectral matching between the solar spectrum and the active material 
bandgap. Despite its low efficiency to produce electrical energy, ~15%, silicon panels are nowadays worldwide used as an important 
energy generator. This so low performance has encouraged researchers towards the development of new solar energy converters 
aiming to produce more efficient devices (1-3). Glasses and ceramics doped with lanthanide ions have been shown to be an alter-
native route for this purpose due to their abilities to promote efficient downconversion processes. Then, they can be used to convert 
high-energy photons from the visible range into low-energy ones close to the silicon band gap in the near infrared, being candidates 
as sensitizers to improve silicon solar cell performance. Under this aspect, the knowledge of energy transfer mechanisms is crucial 
to develop this class of solar energy converters. Here we used Photoacoustic Spectroscopy (PAS) to investigate the energy transfer 
processes of lanthanide ions in glasses aiming to evaluate their feature as sensitizers for efficient emission at the silicon band gap 
spectral region. 

Figure. 1. a. PAS spectra of Pr-Yb co-doped aluminosilicate glasses; b. Relative phase shift with respect to 1 wt% of Pr2O3 sample.

The experiments were performed in aluminosilicate glasses (LSCAS) with 1 wt% of Pr2O3 and X wt% of Yb2O3. The PAS spectra are 
shown in Fig. 1a and the relative phase shift with respect to the sample with 1wt% of Pr2O3 is shown in Fig. 1b. The bands between 
800 and 1000 nm are attributed to the photothermal effect of Yb3+ absorption, while that around 1480 nm is associated to Pr3+ ions. 
The linear increase of Yb3+ bands as well as its relative phase shift in relation to that of Pr3+ are confirmations of prevalent occur-
rence of heat transfer processes instead of luminescence of this Pr-Yb system. Previously (1), we used luminescence techniques to 

evaluate the energy transfer mechanisms of these glasses, as illustrated in Fig. 2. The 
observed dominance of back transfer energy processes from Yb3+ to Pr3+, under 442 
nm excitation, with consequent multiphoton relaxation was shown. In other words, 
the PAS data shown the Yb3+ band around 980 nm is a direct detection of predominant 
multiphonon relaxation through 1G4, 

3F4 
-3H4 transitions, as illustrated in Fig. 2, as a 

consequence of back-energy transfer from Yb3+:2F5/2 to the Pr3+:1G4 level.
Figure 2. (i) Cross relaxation (Pr3+:3P0→1G4; Yb3+:2F7/2→

2F5/2), resulting in the emission of one 
photon by Yb3+(2F5/2→

2F7/2) and multiphonon relaxation from Pr3+:1G4 to lower levels. (ii) Cross 
relaxation (Pr3+:1D2→

3F4; Yb3+:2F7/2→
2F5/2) followed by the emission of one photon by Yb3+ 

(2F5/2→
2F7/2) and multiphonon relaxation from Pr3+:

3F4 to lower levels. The back-energy transfer 
from Yb3+:2F5/2 to the Pr3+:1G4 level is also depicted.
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Therefore, the photoacoustic data highlighted this technique usefulness in terms of quantitative evaluation of solar cell converters. 
Comparison of Pr-Yb data with other systems like Nd-Yb and Tb-Yb will also be presented.
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Introduction

It is well known that the anharmonicity of chemical bonds can influence the absorption of molecules, especially in the near-infrared 
(NIR) and near near-infrared (N-NIR) spectral regions. Specifically, it affects its dipole moment, which in an anharmonic model 
does not present a linear dependence on the interatomic distance. Hence, determination of the anharmonicity of a chemical bond is 
important in order to know its absolute absorption. The background absorption can be due to overtone vibrations, so careful choice 
of a solvent is required in order to minimize the effect of the blank absorption [1].

Materials and Methods

The dual-beam mode-mismatched Thermal Lens (TL) technique in the near-near infrared (N-NIR), was applied in the study of sol-
vents using a tunable cw excitation laser (Ti3+:Sapphire) in the range 9600 to 11500 cm-1. Absorption spectra due to overtones and 
combination bands of the C-H and O-H stretching bonds were obtained and the anharmonicity constants (χ), dissociation energies 
and thermo-optical properties were calculated. 

Results and discussion

Figure 1 shows the TL absorption spectra in the N-NIR for the chloroform (a) and methanol (b), attributed to overtones and com-
bination bands. In the chloroform spectrum is noted an absorption due to the third overtone of the C-H stretching mode (4ν C-H) 
at 11325 cm-1 and combination band at 9823 cm-1. Figure 1.b shows the methanol spectrum with 4ν C-H and 3ν O-H lines, much 
broader than compared to the lines observed in Fig.1.a. Similar spectra were obtained for dichloromethane and ethanol. 

The anharmonicity constants obtained are: χ = (1.9 ± 0.1)x10-2; (1.9 ± 0.1)x10-2; (2.2 ± 0.1)x10-2 and (2.2 ± 0.1)x10-2 for chloroform, 
dichloromethane, methanol and ethanol, respectively. The thermal diffusivity values were also determined in all solvents: chloro-
form (0.85 ± 0.02) x 10-3 cm²/s-1, dichloromethane (0.93 ± 0.03) x 10-3 cm²/s-1, methanol (1.06 ± 0.02) x 10-3 cm²/s-1 and ethanol (0.89 
± 0.03) x 10-3 cm²/s-1. All these values are in good agreement with the literature [2, 3]. 

Conclusions

Most of TL results reported in the literature have no selectivity since they were obtained with single wavelength excitation. In this paper 
the lineshapes of combination overtones could be fully characterized using a tunable N-NIR laser (cw Ti-sapphire laser). The spectra 
presented high selectivity since the signal due to the absorption lines are two order of magnitude higher than the background (blank) 
absorption ~ 2 10-4 cm-1. In conclusion, we demonstrate that the TL technique with N-NIR tunable excitation is a technique that provides 
high selective and sensitivity suitable for many analytical applications such as environmental monitoring [4].

Fig. 1. Thermal Lens absorption spectra in the N-NIR: chloroform (a) and methanol (b).
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The main analytical procedures that are used to monitor and quantify the concentrations of the compounds involved in the transes-
terification reaction include chromatography and/or spectroscopic methods [1,2]. The chromatography is not suitable for monitoring 
the reaction produced in industry, so they require sample preparation, complex calibration and long time of analysis. On the other 
hand, spectroscopic techniques appear relevant to monitor the transesterification reaction because they involve the observation of 
different physical, dielectric, optical and chemical parameters. They have been studied and tested directly in the reaction, so that they 
may be employed in the industry without changing substantially the routine of production.In this study the Thermal Lens Spectros-
copy in the near-near infrared region [3] was used to monitor the biodiesel production, by inspecting the thermo-optical properties 
of aliquots extracted during the reaction. 

Materials and Methods

Fifteen aliquots were extracted from the reaction during 20 minutes and their thermo-optical properties were measured as a function 
of the reaction time. The spectroscopic investigation was performed between 855 and ~1000 nm to identify overtone absorptions 
bands (markers), which can be used as marker to control the ester production.

Results and discussion

The results show that the OH absorption overtone (~ 970 nm) from alcohol, which is used in the reaction, is the most appropriated 
marker to monitor the biodiesel production. The time dependence of the thermo-optical parameter A(dn/dQ), which is the product 
between the absorption coefficient (A) and the refractive index dependence with the sample deposited heat (dn/dQ), exhibits a very 
good correlation with the ester production measured by chromatography (Fig. 1). Besides, the measured thermal diffusivity values 
as function of reaction time indicates a strong dependence with the viscosity of the aliquots (Fig. 2).By the results it is possible to 
affirm that the reaction reached the end in ester production around 5 minutes, indicating that a longer reaction time is not needed for 
ester production.

Conclusions

It is possible to conclude that the used TLS in the N-NIR region contributes to the optimization of biodiesel production process by 
indicating the best time to stop the reaction.

Fig. 1. A(dn/dQ) for λexc = 970nm and ester concentration determined by chro-
matography as a function of the reaction time. A single exponential decay 
function was used to fit the experimental data using the same time constant 
τ = 0.91 s.  

Fig. 2. Thermal diffusivity (D) determined for the aliquots 
as a function of the reaction time.
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During the last decades, digital image processing algorithms, have been developed to objectively measure external characteristics of 
agricultural products due to the great diversity and potential that these methods offer [1]. So in this research, analysis of thermal im-
ages obtained using thermographic instrumentation, which consists of a thermographic camera and a laser light source at 650 nm [2], 
was used to irradiate samples of two genotypes of maize seed: crystalline and floury in their natural state for exposure times of 15 s 
and 35 s. The methods applied in the analysis were [3]: a) histogram to obtain the distribution of gray levels of images, b) mean that 
represents a measure of brightness, c) variance which provides a measure of contrast, d) entropy of images applying both Shannon 
[4] and Tsallis [5] definitions, which indicates the average self-information contained in images, e) Probability density estimation 
of the temperature variations on seeds samples in order to quantitatively characterize them from thermal images. According to the 
results in the case of thermal images obtained from crystalline seeds, higher mean and variance values were obtained indicating 
higher brightness and contrast. Furthermore, the thermal images for floury seeds exhibited higher Shannon entropy indicating that 
they have greater disorder respect to the thermal images of crystalline seeds, due to the molecular structure of the floury seed is less 
organized. 

Fig. 1. Collection of thermal images and their grayscale equivalent of corn seed samples. (a) Crystalline seeds, exposure time of 15 s. (b) Crystal-
line seeds, exposure time of 35 s.

In the case of Tsallis entropy, since the value of the entropic index q characterizes each collection of images [6], this index could 
also be used for characterization of seeds. Thermal images obtained from seeds with floury structure, provides higher redundancy 
value for a shorter exposure time to laser light. In this way it can be observed the viability of the statistical methods of digital image 
processing applied to thermal imaging for the characterization of seeds.

Fig. 2. Histograms of thermal images in gray scale. (a) Crystalline seeds, exposure time of 15 s. (b) Crystalline seeds, exposure time of 35 s.
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Table 1. Mean, variance, Shannon entropy, Tsallis entropy and q index for collections of 10 thermal images of crystalline and floury 
seeds for exposure times of 15 and 35 s.

Fig. 3. Probability density functions of temperature variations (a) crystalline seeds (b) floury seeds
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Currently applied technology is developed to improve material properties [1-2], by adding other materials or bio-materials by means of 
different methods in order to increase their capacities to make them functional with improved absorbent, resistant or flexible properties. 
Textiles are the most used materials to protect us from different harmful agents and they have acquired a great importance, for protec-
tion of diverse climatic and environmental factors. A great variety of functional textiles have been developed for UV, anti-microbial, 
humidity, irradiation and temperature protections. [3-4]. the characterization of these type of materials by non-destructive techniques, 
such as Photothermal (PT) techniques, is desirable [5-7]. By means of PT techniques the optical and thermal properties of different 
materials can be obtained, then the optical absorption coefficient (β), thermal diffusivity, thermal effusivity and thermal images, have 
been obtained by using PT techniques. Among the PT techniques the photoacoustic spectroscopy (PAS) has been used to optical char-
acterization of different materials. In the present study natural pigments extracted from maize seeds, and added to textiles in order to 
improve their UV protection capacity, were optically characterized by photoacoustic spectroscopy, as it can be seen in Figure 1.

Fig. 1. Photoacoustic spectra, a) Flavonoid extracts by different methods, b) Textile added with flavonoids, c) Textile with  
UV protective chemistry, d) Differences between textiles with flavonoids vs UV protective chemical.
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Environmental pollution is a global problem that increases day to day, and is caused by various fuels, lubricants, industrial waste, chem-
ical products, etc. In order to reduce the use of mineral lubricants various alternatives have been proposed, highlighting lubricants of 
vegetable origin [1]. From this, many investigations have focused on studying and improving the tribological and thermal properties of 
lubricants [2], incorporating a wide variety of additives. Also in the last decades there is a great interest in the incorporation of nanopar-
ticles of various materials in the additives [3-4]. The objective of this research is to characterize vegetable oils such as: coconut, castor, 
paraffin and Jatropha, added with calcium carbonate nanoparticles (CaCO3) to be used as possible additives in lubricants. By means of 
photoacoustic spectroscopy (PAS), photoacoustic (PA) spectra of vegetable oils were obtained and their optical absorption coefficient 
obtained (β) was calculated. Figure 1a shows the different types of oil samples and Figure 1b shows the PA spectra of the pure oils 
that were obtained. Figure 2 (a, b, c, d) shows the differences between the PA spectra of the pure oils and the oils added with CaCO3 
nanoparticles. The changes presented by the PA spectra are similar to the changes presented by the tribological properties.

Fig 1. a) Samples oils, b) Photoacoustic signals of lubricants without nanoparticles.

Fig. 2. a) Jatropha alone and with nanoparticle concentration of CaCO3 1 wt%, b) Mineral SAE 15w-40 alone and with 1 wt% of CaCO3, c) Com-
parison of lubricants: mineral and jatropha with 1 wt% of CaCO3, with 10W40 semisynthetic lubricant. d) Comparison of oils with and without 
nanoparticles, with 10W40 semisynthetic oil.

B       Materials Science and Characterization



249

B       Materials Science and Characterization
Acknowledgements

The authors thank the IPN through the support SIP, EDI, COFFA, etc. Joel Eduardo Valencia-Hernandez thank for the support, for Doctorate stud-
ies, through the grant awarded by Conacyt.

References 

1. 	 H. Mobarak, E. Mohamad, H. Masjuki, M. Kalam, K. Al Mahmud, M. Habibullah y A. Ashraful, Renewable and Sustainable Energy 
Reviews, nº 33, p. 34–43, 2014. doi.org/10.1016/j.rser.2014.01.062
2. 	 Gallardo-Hernández, E. A., Lara-Hernández, G., Nieto-Camacho, F., Domínguez-Pacheco, A., Cruz-Orea, A., Hernández-Aguilar, C., ... 
& Flores-Cuautle, J. J. A. (2017). Thermal and Tribological Properties of Jatropha Oil as Additive in Commercial Oil. International Journal of 
Thermophysics, 38(4), 54.DOI 10.1007/s10765-017-2185-y
3. 	 H. Spikes, Tribol Lett, pp. 1-26, 2015. DOI: 10.1007/s11249-015-0589-z
4. 	 M. Gulzar, H. H. Masjuki, M. A. Kalam, M. Varman, N. W. M. Zulkifli, R. A. Mufti y R. Zahid, Journal of Nanoparticle Research, vol. 
18, nº 223, pp. 1-25, 2016. DOI: 10.1007/s11051-016-3537-4
5. 	 J. C. J. Bart, E. Gucciardi y S. Cavallaro, Biolubricants Science and technology, Oxford Cambridge Philadelphia New Delhi, Woodhead 
Publishing, 2013, pp. 24-68.
6. 	 S. Qiu , J. Dong y G. Chen, Lubrication Science, vol. 12, nº 2, pp. 205-212, 2000/. doi.org/10.1002/ls.3010120207.
7. 	 E. Prakash, R. Rajaraman y D. Sivakumar, IOSR Journal of Mechanical and Civil Engineering, vol. 6, pp. 68-74, 2014. e-ISSN: 2278-
1684, p-ISSN: 2320-334X



250

BP 007
Optical characterization of essential oils  
of Mexican aromatic plants

Mariana PALMA-TENANGO (1), Arturo DOMINGUEZ- PACHECO (1)*,  
Claudia HERNANDEZ-AGUILAR (1), Rosa SÁNCHEZ-FERNÁNDEZ (2),  

Marcos SOTO-HERNÁNDEZ (2), Alfredo CRUZ-OREA (3), Baldomero ESQUIVEL-RODRÍGUEZ (4)

1. Posgrado en Ingeniería de Sistemas, Instituto Politécnico Nacional, SEPI–ESIME-Zac., Av. Instituto Politécnico Nacional, s/n, Col. 
Lindavista C. P. 07730, Ciudad de México, México. 

2. Posgrado en Botánica, Colegio de Postgraduados, Campus Montecillo, Texcoco, Estado de México, 56230 México. 
3. Departamento de Física, CINVESTAV–IPN, A. P. 14-740, C. P. 07360, Ciudad de México, México. 

4. Instituto de Química, UNAM, Circuito Ext. s/n, Ciudad Universitaria, Alcaldía Coyoacán, C.P. 04510,  
Ciudad de México, México.

fartur@hotmail.com

The aromatic plants have a great potential for their high content of essen-
tial oils (EO). This type of substances is used in various industries, such 
as perfumes, cosmetics, pharmaceutical, agricultural and food products. It 
has been found that the biological activity of the EO is a function of the 
plant species and their chemical composition [1]. The common technique 
for its analysis is gas chromatography coupled to the mass (GC-MS).These 
types of materials could be characterized by techniques that do not require 
prior preparation, not destroy the samples. The photothermal techniques 
(PT) have been used to study the thermal and optical properties of a wide 
range of biological samples, such as agricultural seeds, seedlings and food 
[2]. In the present investigation, the objective was to obtain the optical 
characteristics of EO, which allow us to characterize two different species 
of Mexican aromatic plants. The optical absorption spectra obtained from 
the pure and diluted EO (10%) were obtained by photoacoustic spectros-
copy. using the experimental configuration according to Hernández et al. 
(2011) [3]. In the essential oil of "red toronjil", were identified, as main 
compounds estragole (89.88%) and limonene (10.02%). In the "white to-
ronjil" were identified, as major compounds pulegone (31.69%) and men-
thone (20.46%). The differences in the photoacoustic signals are highly 
correlated with the chemical differences of the EO.
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Figure 1. Photoacoustic signals of EO of Mexican ar-
omatic plants. 

Table 1. Composition of the essential oil of A. Mexicana

* Compounds identified by comparison of mass and KI spectra 
of authentic standards.
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Different researches have shown the thermal effects of laser irradiation on biologics objects where chemical reactions and temperature 
variations are caused by the components inner, properties and physical features [1-2]. So, it is important to know the temperature vari-
ations that the maize seed (Zea mays L.) could experience because it could be a strategy to identify and classify them. The objective of 
this research work was to analyze the thermal effects of laser irradiation on crystalline-type corn grain and get characteristic patterns 
of color and geometrical measurements using an Artificial Vision System (AVS). Three color categories were implemented: intense, 
middle and transparent of the same variety. The temperature variation of corn grains caused by laser light exposition during 60 s was 
captured through a thermal camera according to Hernández (2015b). The results point out, to a time of 60 s, it is possible to identify 
significant variations in the increase temperature when the three maize grains category implemented were compared. The highest 
variation of temperature was obtained by corn kernels of intense color with 1.075 oC with respect to the initial temperature, attained 
at 60 s of exposure of laser light, where the temperature reached to 23.975 oC, having an increment of 4.69% with respect to its initial 
temperature and an average increase of 0.1075 oC (Table 1). Likewise, the results of AVS (Table 2) indicated that the grains, with the 
original color, had greater difference in color intensities than the thermal images color intensities in RGB space. In this way, the thermal 
images analysis with the results obtained by AVS, could be a useful strategy to identify and classify maize.

Fig. 1. Thermal images analysis. a) Temperature evolution, b) Color intensity graph RGB to thermal images, i - intense, m - middle, t-transparent.
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Spectroscopy is the study of the interaction of electromagnetic radiation with atoms and molecules to provide qualitative and quanti-
tative chemical and physical (structural) information, that is contained within the wavelength or frequency spectrum of energy that is 
either absorbed or emitted [1,2]. PAS is a sort of spectroscopy, nondestructive based on photothermal phenomena, which allows spec-
troscopic studies [3]. Thanks to the technological advances, is a convenient option to be incorporated in the agriculture for the study of 
seedlings, due to that allows to obtain optical qualities of various objects of study in different states e.g. liquids and solids. In this way, it 
could be possible to qualitatively evaluate the quality of seedlings from seed treated with car exhaust emissions. The pollutants emitted 
by the vehicles are mainly nitrogen oxide, carbon monoxide (CO), and carbon dioxide (CO2). So, it was proposed in this investigation 
to evaluate by PAS, the seedlings from maize, lentil and bean seeds treated with CO and CO2 to compare the photoacoustic signals 
within the spectral ranges belonging to the chlorophyll. Figure 1 shown the experimental setup used, where it is observed, the exhaust 
without catalyst of a car and a container system, adapted with CO, CO2, humidity and temperature sensors, used for the treatment of 
the seeds to different times. Short-term and long-term exposure to toxic substances suspended in the air has a different toxicological 
impact on humans and the environment. Carbon monoxide has a great negative effect on human life when the gas emitted by the exhaust 
system of the vehicles is inhaled [4]. In this investigation it was found that the spectra of the seedlings are modified according to the 
time of exposure to the pollutants from a car exhaust (Fig. 2).

Fig. 1 a) Experimental setup for treatment of seeds, b) Photoacoustic spectra obtained from seedlings
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The thermoelectric (TE) materials are intensively studied in connection with their energy applications. The efficiency of a TE device 
depends on material characteristics such as the Seebeck coefficient (S0), thermal (к), and electrical (σ0) conductivities, and the figure of 
merit zT = TS0

2σ0/к is used to compare TE materials performances. Together with these “classical” applications, last years, the TE ma-
terials were proposed to be used as radiation sensors. For both applications the knowledge of the TEs’ thermal parameters is important. 

Many solid thermoelectrics are sintered porous materials, whose thermal parameters are difficult to be measured by contact PT tech-
niques especially due to their porosity. Several PPE/PTE investigations, in various configurations, have been made with the purpose of 
retrieving the static and dynamic thermal parameters of different types of solid thermoelectric materials but, unfortunately, the influence 
of the coupling fluid could not be eliminated. Recently, Salazar and colab. proposed a new FPPE model in which the coupling fluid 
between a porous solid sample and the pyroelectric sensor is replaced by air [1]. In such a way there is no penetration of the coupling 
fluid inside the porous sample, but the model has to take into account the heat losses by convection and radiation in the surrounding gas. 
In this paper we use Salazar’s method to measure accurately the thermal effusivity of some largely used solid thermoelectric materials. 

The theory of the FPPE configuration (including the heat losses by convection and radiation) was largely described in Ref. [1]. We will 
use in the paper the same equations with the particularity that the coupling fluid between sensor and sample is air.

As test samples we selected CuCrO2, Cu4Sn7S16 and TiS3 and the detection 
configuration is the FPPE one, in the thermally thin and optically opaque 
regime for the sensor and thermally thick for the sample. Practically, we 
will perform a frequency scan of the phase of the normalized FPPE signal 
(normalization with the signal obtained with empty sensor), with three fit-
ting parameters: sample’s thermal effusivity ”es”, heat losses by convec-
tion and radiation “h” and air gap thickness “Lair”. 

The results obtained for the thermal effusivity (together with the remaining 
two thermal parameters) of the investigated TE materials are presented in 
Fig.1 and Table 1.

Fig. 1. Frequency scan of the normalized FPPE phase for the investigated TE solids.

Table 1. The values of the thermal effusivity for the investigated TEs together with the two fitting parameters (Lair and h).

In conclusion the method described in the paper seems very suitable for thermal effusivity measurements of solid porous TE mate-
rials, due to the fact that it eliminates any influence of the coupling fluid on the results.
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One of the problems of modern concentrated photovoltaics is an effective heat removal from a photovoltaic structure. Concentrated 
radiation results in overheating of solar cells what has a negative impact on quantum efficiency [1] and can cause accelerated degrada-
tion. The efficiency of concentrator modules based on nanoheterostructure cascade solar cells has already reached 40 - 44% [2, 3] and 
that of photodiodes has raised up to 50% [4]. Active life of these devices requires perfect thermal contacts between the semiconductor 
substrate and the heat sink. A soldered joint which mainly used in these constructions is one of the bottlenecks in the heat sink system. 

The choice of soldering composition is determined by many reasons, primarily mechanical reliability. Thermal properties of a solder 
alloy are usually taken from handbooks. These data are determined on the basis of stationary tests of bulk samples. However, as it 
was shown earlier [5, 6], the thermal conductivity of the joint may differ significantly from reference data due to different soldering 
conditions. The thermal conductivity of the alloy is determined not only by the thermal conductivity of the components, but also by its 
structure. Interphase boundaries play a significant role in the processes of heat transfer. On the other hand, it is known that during reflow, 
penetration of contact materials into the depth of the soler layer occurs, which leads to the formation of various intermetallic complexes. 
Such complexes, for example, in the form of whiskers, can significantly degrade the mechanical properties of the joints. Their influence 
on heat-conducting properties is studied much less.

This paper presents a study of the local heat-conducting properties of a soldered joint based on a eutectic lead-tin alloy in the structure of 
nanoheterostructure photovoltaic solar cell on AlN ceramic heat sink and their correlation with local metal composition of the solder alloy. 

Before studying the thermal characteristics of the joint, its structure was examined by a scanning electron microscopy (SEM) and X-ray 
spectroscopy (EDS). SEM revealed two regions in the solder layer with different structures along the interfaces. The EDS microanalysis 
confirmed that the elemental composition of each of the regions is very different. The contact layers were made of different metals. For 
example, before soldering, AlN ceramics has a thick cover layer of gold. The SEM and EDS showed the complete dissolution of the 
gold layer the presence of a significant amount of gold right up to the middle of the joint, which is consistent with the data on the solu-
bility of gold in lead-tin alloys [7]. In fact, dissolved gold displaced lead into region closer to Ge wafer. Obviously, such a redistribution 
of the elemental composition should result in a change in the thermophysical properties of the alloy. 

Probe beam deflection (PBD) and piezoelectric photoacoustic (PA) methods were applied to study local thermophysical properties in 
the soldered joint. Fig. 1 shows the schema of a sample and the behavior of the PBD and PA signals when scanning a sample across a 
soldered joint. The resulting graphs demonstrate the inhomogeneity of the solder layer, where one can also select two main parts with 
different signal amplitude, corresponding to the previously selected areas on the SEM micrograph. 

For a quantitative analysis of the PBD signal, we apply the approach proposed for the study of similar objects [6, 8]. The calculation 
was made for a multilayer sample with vertical interfaces. The solder layer was considered as the 3-layer structure. The fitted curve 
describes well the experimental PBD data.

Fig. 1. (A) Layout of the sample relative to the PBD and PA detectors. (B) The PA (red circles) and PBD (blue triangles) signals vs pump beam 
position. Solid curve is a fitting of PBD experimental data.
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Thus, multilayer metal contacts on the surface of semiconductors and ceramics to be jointed by soldering may lead to forming solder 
layers with a complex distribution of metal components during reflow. In accordance with the data obtained the composition inho-
mogeneity results in the variation of local thermal properties of the solder layer. This inhomogeneity can lead to local overheating 
and thermal stresses, which result in disruption of the mechanical strength of a joint and degradation of a semiconductor device.
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Despite the solid theoretical fundament, the photoacoustic technique did not receive a lot of recognition in thermal characterization.
[1,2] For characterizing thermally thin samples, not only the amplitude but also the phase shift signal can be evaluated. Bennett and 
Patty proposed the so-called thermal wave interferometry as a potential application of the photoacoustic effect for thermally thin 
samples.[3] Due to partial reflection of thermal waves at the sample backing interface, thermal wave interference effects at the sam-
ple surface are apparent for thermally thin samples.[4] Depending on the materials inherent thermal diffusivity the thermally thin 
regime can be accessed by either adjusting the sample thickness or by adapting the thermal penetration depth via the measurement 
frequencies. In this work, we establish a generalized description of measurement parameters depending on the sample parameters, 
demonstrated by a well-known reference sample of thermally grown SiO2. Furthermore, the applicability is demonstrated by using 
PMMA thin films on silicon dioxide, silicon and silicon carbide.

Thermal wave interferometry

Thermal wave interference is implicitly contained in the Rosencwaig-Gersho theory, still, it is worth pointing out the role of inter-
ference effects. Due to the periodic nature of the thermal excitation, rapidly damped so-called thermal waves are generated. The 
magnitude of the thermal reflection coefficient R for normal incidence is determined by the ratio of thermal effusivities, which may 
be regarded as a measure of the thermal mismatch between two media. 

Fig. 1. (a) General structure of a two-layered sample. (b) Theoretical phase shift of a two-layered sample for different reflec-
tion coefficients Rb at the sample backing interface, as a function of thermal thickness with µ being the thermal penetration depth.
[3] (c) Influence of sample thickness for a polymeric sample for a fixed reflection coefficient (Rb= -0.43) and thermal diffusivity  

Performing photoacoustic measurements on thermally thin samples offers the possibility to evaluate the phase shift of the generated 
acoustic signal related to the thermal excitation. This phase shift is linked to the thermal effusivity ratio between sample and backing 
and, furthermore, to a phase shift caused by heat propagation through the sample and reflection at the sample backing interface. The 
phase shift due to propagation depends on the sample thickness l_s and its thermal diffusivity α. With the method being sensitive to 
both, thermal diffusivity and thermal effusivity, it is possible to extract the samples thermal conductivity.

Results

The concept of thermal wave interferometry is adapted for samples with low thermal diffusivities. Depending on the thermal 
properties, a suitable sample thickness has to be adjusted to obtain an extremum of the phase shift within the accessible frequency 
regime. Only then, a meaningful fit to the measurement data can be conducted. Due to the limited accessible frequency regime for 
photoacoustic measurements, thin films can only be significantly analyzed for low thermal diffusivity samples. Thermally grown 
silicon dioxide on a silicon wafer was utilized as an established reference sample. Data analysis using Levenberg-Marquardt least-
square fitting using the multilayer theory from Wang et al. provides excellent agreement between literature and determined thermal 
properties.[5] Furthermore, the influence of the reflection coefficient between sample and backing, and the influence of the samples 
thermal thickness could be confirmed by measurements.
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Fig. 2. Phase shift data of (a) 5 µm thermally grown SiO2 on a Si substrate and (b) a 2 µm PMMA film on SiO2, Si and SiC with the performed data 
analysis. Continuous lines represent the fit to the model.[5]

Deviations in the low-frequency regime for samples on Si and SiC can be attributed to the absence of thermally thick substrates at 
those frequencies.
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In this work the morphology, thermal and electron properties of thin oxide films were investigated. The zinc oxide thin films were 
deposited by Atomic Layer Deposition (ALD) method and their thickness varied from 15 nm to 118 nm. ZnO is typically n-type 
semiconductor with a direct band gap of 3.3 eV at 300 K, that emits light in the near-UV region. ZnO found numerous applications in 
electronics and optoelectronics as a transparent conductor in solar cells, polycrystalline channels in film transistors, etc [1-4]. While 
doped with Aluminium ZnO is promising material for thermoelectric applications. The thermal conductivity of thin ZnO films is 
typically two orders of magnitude lower than for bulk crystal and depends on inner structure of the layer and film fabrication method. 
Typical value of few Wm-1K-1 for ALD thin film is very low comparing to 80 Wm-1K-1 for bulk crystal [1]. 

The ZnO thin films were deposited on Si(100) wafers at 2000C substrate temperature. The surface morphology was determined by 
the atomic force microscopy. The thin films were fine grained, while the thicker films were formed with larger, elongated grains. The 
X-ray diffraction  measurements revealed polycrystalline structure of the thin films with preferred orientation 100. Determination of 
the thermal conductivity of oxide thin films was realized by the use of scanning thermal microscopy. The thermal conductivity was 
dependent on layer thickness and grain diameter and varied from 0.28 W/mK to 4.29 W/mK. The variations in thermal conductivity 
followed the changes in morphology of layers. X-ray photoelectron spectroscopy (XPS) was used to reveal  surface chemical and 
electronic properties and to correlate the properties with results of the thermal investigations. The surface topography was deter-
mined by the RMS, which varied in range from 1.1 nm to 2.6 nm. An exemplary AFM, XRD and XPS results are presented in the 
Fig. 1 a), b) and c) respectively. 

Fig. 1. Surface topography and X-ray diffraction patterns of oxide thin films deposited on Si substrate at 2000C for: (118 nm) ZnO layer a), (110 
nm) Al doped ZnO layer b), exemplary XPS spectra of (110 nm) Al doped ZnO sample surface c).
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In this work we carried a remote and non-destructive analysis for the characterization of different PES textiles. We applied the lock-
in thermography technique for the evaluation of thermal diffusivity of the investigated samples. Thermal diffusivity is expected 
to depend on several factors, including the local density of the sample induced by the woven structure of the fabric. Experimental 
results obtained on three different samples are presented and discussed.

Thermal properties of textiles such as thermal conductivity, thermal absorptivity and thermal diffusivity are influenced by fabric 
characteristics such as material of fibers, structure, density, air permeability and many other factors. As a consequence, a local inter-
dependence between thermal diffusivity and textile density is to be expected. Following these considerations, we characterized the 
thermal diffusivity of three different PES (polyethersulfone) textiles in the infrared regime, i.e. 3.3-5.1 microns. All the investigated 
textile structures are composed by the same PES fibers, while differing by woven structure characteristics such as fiber density, and 
weaving patterns.

In particular, we employed the lock-in thermography technique for the evaluation of thermal diffusivity of the investigated samples. 
Lock-in thermography technique is based on the application of an input modulated heating to the surface of an object. The resulting 
temperatures oscillation on sample surface is thus analyzed as a function of distance from the center of the heating laser-spot. The 
experimental set up is composed by a modulated Argon laser system whose frequency is locked to an infrared lock-in camera, op-
erating in the IR range, pointing the sample surface. Here, the synchronized IR camera provides images of both the amplitude and 
phase of the oscillating temperature variation. In particular the diffusivity value can be retrieved from the slope of the asymptotic 
linear dependence of the phase as a function of the lateral offset from the center of the heated spot [1]. The spatial dependence of 
thermal diffusivity, i.e. isotropy or anisotropy, with respect to the direction of the applied laser field, can be found, thus resulting a 
reliable indicator of the density of fibers into a textile structure. 
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Mounting experimental evidences have confirmed that the nonlinearity between photocarrier radiometry (PCR) amplitude and 
excitation power is ubiquitous for silicon (Si) materials and devices [1-4]. A nonlinearity coefficient β has been proposed as an ad 
hoc modification of the linear PCR model to address the PCR nonlinearity [2]. Wang et al. [3] have performed a further study on 
nonlinearity with a single-layer model and found that β usually ranges between 1 to 2, and has a positive correlation with wafer re-
sistivity. Subsequently, a nonlinear two-layer theoretical model has been proposed for the investigation of ion-implanted Si samples 
[5], and both experimental results and theoretical simulations have corroborated that the existence of nonlinearity and the negative 
correlation between the nonlinearity coefficient and the implantation dose in the samples. Electronic transport parameters are further 
quantitatively characterized using the nonlinear two-layer frequency-domain PCR model.

Fig. 1. Dependences of PCR amplitude (a) and phase (b) on frequency at three different excitation powers for B+ ion-implanted silicon wafer. The 
implantation dose was 1×1011 cm-2. Symbols represent the experimental data and solid lines represent the corresponding linear fits

In this presentation, several Si samples with implantation doses from 1011 to 1016 cm-2 are tested using PCR frequency scans at three 
different excitation laser powers, and good agreements between theory and experiment are presented, as shown in Fig. 1. Both the 
nonlinearity of excitation power versus PCR amplitude and phase and the dependence between nonlinearity and implanted dose are 
analyzed separately in frequency domain. The electronic transport parameters (e.g. minority carrier lifetimes, carrier diffusivities, 
and surface recombination velocities etc.) of samples are measured by simultaneously fitting the three-group experimental results 
to the nonlinear two-layer PCR model with different doses. The comparison of fitting results for electronic transport parameters be-
tween linear and nonlinear two-layer model via multi-parameter estimation procedure is fully discussed. The theoretical simulations 
are devoted to analyzing the error of fitting experimental data with traditional linear approximation model.  
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Large-sized laser components with diameters over 100 mm have been widely used in high power/energy laser systems. Most studies 
have shown that one of the key factors leading to laser-induced damages of laser components and limiting the operation fluence of 
the laser systems is strongly absorptive defects (usually with microscale sizes) on the surface/ subsurface of the optics [1].

Thermal lensing (TL) has proven to be a powerful technique to measure optical absorption of various materials with sub-ppm sen-
sitivity and nm-scale resolution, and it is one of the non-destructive methods to characterize the absorptive defects of optical com-
ponents. In previous studies modulated TL techniques with focused pump beams and point-by-point scanning were used to locate 
the strong absorptive defects. This raster-scan method is very time consuming and not practical for defect imaging of large-sized 
optical components.

In this presentation we propose a CCD-based pulse TL approach in which a probe pulse is employed to detect the TL signal of a 
large region induced by the irradiation of a high-energy, large-sized pump pulse. A theoretical model is developed to analyze and 
quantitatively evaluate the feasibility of this proposal. From Fresnel diffraction theory the complex electric-filed distribution of the 
probe beam in the detection plane is [2,3]:

Where, U1' (r1, z1, t) is complex amplitude of the probe beam on the exit surface of the sample, in which a pump pulse induced optical 
phase shift is added into the Gaussian probe beam. z1 is the distance from the probe beam waist to the sample plane, z2 is the distance 
from the sample plane to the detection plane, r2 is the radial coordinate at the detection plane.

In order to show the TL signal caused by the pump pulse induced phase shift, the change of the intensity ∆I ⁄ I on the detection plane 
with and without the pump pulse excitation is used to describe the TL amplitude [4]:

Where, I(z2,t) is intensity distribution of the probe beam on the detection plane (with a distance z2) at time t where a CCD is used to 
detect the intensity profile.

The time delay (t) between the pump and probe pulses and the distance (z2) between the sample surface and the detection plane are 
the two critical parameters for the optimization of the experimental configuration for sensitive detection of absorptive defects. Some 
simulation results aiming at the case of a 1-μm3 absorptive defect on the surface of a fused silica are shown in Fig. 1. The simulation 
results with two defects are presented in Fig. 2.

Fig. 1. TL signal of a 1-µm3 absorptive defect on the surface of a fused silica, under a 4 J/cm2 short-pulse excitation. The results of three selected 
moments after the excitation are shown, i.e. 1 µs, 10 µs, and 100 µs.
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Fig.2. TL signals of two adjacent 1-µm3 absorptive defects at 6-s delay. with the only difference being one at the best while the other at the worst 
conditions.
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Functionalized metal nanoparticles are transforming many research fields, from biomedicine to catalysis and energy conversion 
with the intellectual excitement associated to the chance of finding new materials with synergic properties. The large surface area 
of MNPs leads to high local concentrations of ligands on the surface, providing enhanced opportunities for drug delivery [1]. Addi-
tionally, MNPs can be functionalized with optically active organic or organometallic molecules and the optical/electronic properties 
of the metallic core can be tuned together with the optical behavior of the ligands [2]. Moreover, the easy manipulation of colloidal 
MNPs allows their self-assembly into complex structures, 2D or 3D networks that show collective properties. A fundamental role in 
properties and potential applications is played by the functionalizing ligand; for example, organic thiols, [3] organometallic systems 
[4] or polymers [5] can make NPs based colloids easily handy in organic or aqueous media.

In this paper silver nanoparticles (AgNPs-FL) functionalized with the π-conjugated dithiol, 9,9-didodecyl-2,7-bis-thiofluorene (FL) 
have been studied by means of spectroscopic and morphological techniques. For the characterization of the AgNPs-FL we have ap-
plied the photoacoustic spectroscopy (PAS) which is a suitable technique for the optical and thermal analysis of scattering materials 
giving a complementary information to optical transmittance [6,7]. In particular we applied the PAS technique in the UV/VIS range 
from 300 to 600 nm to investigate the changes of the light diffusion and absorption across the plasmonic resonances for the solution 
of AgNPs in chloroform. PAS confirms to be the most appropriate technique to determine separately the absorption and scattering 
coefficients. From their ratio one eventually obtains information on the size of the cluster of nanospheres bridged by the ligands, that 
in our case has been calculated of about 100 nm as also validated by TEM image.
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The accurate determination of minority carrier transport parameters (i.e., carrier lifetime, diffusion coefficient, and surface recom-
bination velocities) in silicon is important for process control and device modeling in the semiconductor, and more specifically, the 
photovoltaics industry. Simulations were carried out to study the uniqueness range of Heterodyne Lock-in Carrierography (HeLIC) 
[1, 2] imaging measurements of carrier transport parameters (bulk lifetime, diffusion coefficient, and front and back surface re-
combination velocities) of silicon wafers. Theoretically, HeLIC can resolve all four transport parameters, however, in practice the 
presence of experimental noise does not allow all those parameters to be measured reliably and uniquely from the HeLIC amplitude 
images alone. An extended range of simultaneously determined unique transport parameters was attained through a combination of 
HeLIC camera pixel and Homodyne Photocarrier Radiometry (HoPCR) experimental frequency response data via a multi-parameter 
fitting procedure [3]. Two n- and p-type wafers with different surface recombination velocities were used to illustrate the simulation 
results. Quantitative HeLIC images of diffusion coefficients and surface recombination velocities were obtained, with bulk lifetime 
values determined from HoPCR frequency scan measurements. The combined approach was shown to be able to resolve all four 
transport parameters uniquely and thus reliably. 

Table 1 shows the ability of HeLIC to resolve the transport parameters for various combinations of lifetime and surface recombi-
nation velocity values. The diffusion coefficient can always be resolved in all cases. Bulk lifetimes or SRVs can be resolved with 
added noise on the order of 10%.

Table 1. Value ranges of HeLIC-determined bulk lifetimes and/or surface recombination velocities from calculated data with added 
random noise simulating experimental signal levels.

where

Fig. 1. A heterodyne image of the n-type wafer at 100 Hz (a) as well as HoPCR amplitude (b) and phase (c) at point A of the n-type wafer in Fig. 
1a measured at f1 simultaneously with HeLIC frequency responses
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Figure 1a shows a HeLIC image of the n-type wafer. Point A was selected to derive the transport parameters and to compare the 
fitted parameters using HeLIC and HoPCR measurements which are shown in Figs. 1b and 1c. Theoretical best fits to the data are 
also shown in Table 2. Good agreements were found between HoPCR and HeLIC. In summary combined simultaneous HeLIC and 
HoPCR measurements were effective and sufficient for uniquely resolving all four transport parameters.

Table 2. Best-fit results using HoPCR and HeLIC at Point A
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A contactless non-destructive imaging method for spatially resolved dopant concentration, Nd, and electrical resistivity, Nd of n- and 
p-type silicon wafers using lock-in carrierography (LIC) [1] images at various laser irradiation intensities is presented. Amplitude and 
phase information from wafer sites with known resistivity was employed to derive a calibration factor for accurate determination of the 
absolute carrier generation rate. A frequency-domain model based on the nonlinear nature of photocarrier radiometric signals was used 
to extract dopant density images [2, 3]. Lateral variations in the resistivity of an n-type and a p-type wafer obtained by means of this 
methodology were found to be in excellent agreement with those obtained with conventional 4-point probe measurements. 

Figure 1 shows the resistivity images of the n-type and the p-type wafer obtained by LIC as well as the comparison results between 
LIC and conventional 4-point probe measurements. In summary LIC was shown to offer surface-wide non-contacting quantitative 
images of wafer resistivity profiles, a major step forward over conventional localized contacting 4-point probe measurements.

Fig. 1. Resistivity images of the n-type wafer (a) as well as p-type wafer (b) and the comparison of resistivity profiles between LIC and 4-point 
probe (c).
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The growing application of epitaxial layers for electronic devices requires non-contact and non-destructive methods for characteri-
zation of such multilayer systems. A theoretical one-dimensional two-layer frequency-domain photocarrier radiometry (PCR) model 
involving front, interface, and back surface recombination velocities, diffusion coefficients, and recombination lifetimes in the upper 
and lower layers, and the fraction of unoccupied trap states [1-2] was used for characterization of interface between silicon wafer, 
epitaxial layer, and substrate. The PCR signal is obtained by solving the carrier transport equation and integrating the carrier density 
diffusion wave over the thickness of the processed wafer:

The PCR signal can be expressed as follows:

Here,  N1, D1, τ1, and  β1  are, respectively, excess CDW concentration, ambipolar diffusion coefficient, excess carrier lifetime, and 
absorption coefficient in the epitaxial layer. N2, D2, τ2, and  β2 are the respective quantities in the substrate. S1,  Si and  S2  are front-sur-
face, interface, and back-surface recombination velocities.ɷ is the angular frequency of laser power modulation. I0 is surface photon 
flux, R is surface reflectivity, and nTf is the number density of free (unoccupied) traps at the interface х=L1.

A homogeneously spread 808-nm modulated laser beam was used for excitation of diffusion carrier waves in the range 0.1-100 
kHz. Several 200-mm CZ grown p-type (100) silicon wafers with a ~250-nm low temperature (650-680C) CVD deposited silicon 
epitaxial layer, following various kinds of surface preparation, were investigated by full optical PCR in homodyne and heterodyne 
modes [3]. It was shown that fundamental transport parameters of the composite structure can be evaluated from the PCR frequency 
dependence. The best fitting results showed the interface recombination velocity Si to be very sensitive to interface contamination. 
Samples with high Si demonstrated significant reduction of bulk lifetime in the epitaxial layer. The figure shows experimental data 
of wafers with and without an in-situ high temperature prebake (HTB) in the epi reaction chamber at 1100 □C, and 20 Torr in H2 for 
120 s, which is used to desorb non-chemically bound contamination (particularly adsorbed organic matter and moisture from the 
ambient) and removes the native oxide from the surface before the low temperature deposition, using silane (SiH4) as the source gas. 
Theoretical best fits to the data are also shown.
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Fig. 1. Homodyne frequency scans of silicon wafers with and without high temperature prebake before epitaxial deposition. Ampli-
tude (a), phase (b) 

Table 1. The best fitted τ1, Si, τ2, and nTf.
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Currently, much attention is paid to the study of the pyroelectric properties of bulk materials and thin films [1]. The pyroelectric prop-
erties of materials are important when creating detectors of IR radiation and creating devices for energy harvesting [2]. Laser radiation 
are considered very useful for non-stationary non-contact heating of samples when conducting experiments for determination of pyro-
electric parameters of materials. Both the methods of periodic laser heating [3] and pulsed laser heating are widely used [4].

Most experiments to determine the pyroelectric coefficients of materials are carried out in cells filled with air. Under these condi-
tions, convective heat transfer takes place between the sample and the gaseous medium. It is known that convective heat transfer de-
pends on the parameters of the gas medium and the sample, as well as on the structure of the chamber. The control of this parameter 
during pyroelectric experiments is a serious problem. It is usually considered that convective heat losses are small. As a result, the 
interpretation of most experimental data is performed under the assumption that the convective heat transfer weakly influences the 
dynamic thermal processes in the samples. This assumption leads to certain poorly controlled inaccuracies in the determination of 
pyroelectric parameters of materials. Therefore, one of the main tasks of this work was to develop a technique for measurement of 
pyroelectric parameters of bulk materials and thin films that allows one to reliably control and determine the value of the parameter 
of convective heat exchange for a sample directly during the experiment.

The pyroelectric coefficient of a sample is determined in quasi-equilibrium thermodynamic conditions in which there is no tempera-
ture gradient inside it. The establishment of such a regime after the start of laser irradiation is achieved at a time , where L 
is the thickness of the sample, κ is the thermal diffusivity of the material. Under this condition the pyroelectric current of the sample 
is determined by the equation 

where A is the surface area of the sample electrodes and p is the integral over the sample thickness pyroelectric coefficient of the 
material.

In accordance with the results of the work [5] a change in the temperature of the sample over time at t ≥ t th occurs in accordance 
with the expression

where R is the light reflectance of the sample surface, I0 is the laser-radiation intensity, t1 is the time of starting the laser irradiation, 
ρ is the density of the sample material, C is its specific heat capacity, H is the heat transfer coefficient between the sample and sur-
rounding gas, T0 is the temperature of the medium, and f(t) is the function describing the temporal characteristic of the laser radiation.

Independent measurements of ip(t) and T(t) allowed to control the measurement mode and determine independently the pyroelectric 
coefficient of the sample p and the coefficient of convective heat transfer H. The temperature of the sample was measured by sensi-
tive mid-IR photodiodes. The electronic system of the photodiodes provided the signal detection in kilohertz band for temperatures 
above 200C with accuracy not worse than 0.10C. The pyroelectric current ip(t)  was also simultaneously measured. All the registered 
signals were digitized (12 bit) and transmitted to a PC, which provided the online calculation, displaying the results on the monitor, 
and recording of the information on the dynamics of the registered signals to a file with a temporal resolution of 1.5 ms.

Test experiments were carried out on a bulk sample of a single crystal of well-studied ferroelectric lithium tantalate LiTaO3 [6]. 
Processing the experimental data made in accordance with equations for ip(t)  and T(t) led to a pyroelectric coefficient value that is 
in good agreement with known results. For the first time the pyroelectric coefficient was determined for aluminum nitride (AlN) 
single crystal [7]. The results are presented for the pyroelectric parameters of AlN thin films with thicknesses in the range 10 μm – 
140 μm grown by hydride – chloride vapor phase epitaxy (HVPE) processes on SiC 400 μm substrates. The transformation of the 
pyroelectric properties of AlN films with thickness is investigated. The data obtained allow performing a comparative analysis of 
the pyroelectric properties of the obtained films with similar parameters of AlN bulk crystals.
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Gallium Nitride holds a vital position for technological development due to its many unique properties, such as its wide bandgap, 
high electron mobility, and high thermal conductivity. Besides its more frequent use in LEDs, this promising semiconductor is very 
suitable for high power and high frequency devices, spintronics, solar cells, and optoelectronic devices. 

In this work, we use photoacoustic (PA) spectroscopy to study the optical and thermal properties of thin films of GaN deposited by 
plasma-assisted molecular beam epitaxy (MBE) on GaAs (001) substrates. The optical absorption spectra and the thermal diffusivity 
of the samples were obtained. As PA spectroscopy is a relatively inexpensive and reliable technique, these analyses can be helpful 
to study growth conditions of cubic GaN, transport properties and defects on the samples.

Three samples, labeled in this abstract as S620, S621, and S622, of thin films of GaN were grown by the MBE technique in a Riber 
C21 system, equipped with a radio frequency gas source for supplying atoms of nitrogen. The structure of the three samples is shown 
in Figure 1, and they were grown under the conditions displayed in table 1. A 200 nm buffer layer of GaAs was grown at 490 °C 
on the GaAs (001) substrate. In order to evaluate the effects of growth temperature of GaN nucleation layers on the structure, three 
different values for this parameter were chosen. The temperature of the final GaN layer is the same for all samples (620 °C). The cor-
responding beam equivalent pressure (BEP) of the Ga Knudsen cell for both the nucleation and final GaN layer was 2.06 x 10-7 Torr.  

Fig. 1. Schematic representation of the samples and growth conditions. The growth temperature of the final GaN is 620 °C for all the samples.

The photoacoustic signal is obtained by using the experimental set-up shown in Figure 2. According to the Rosencwaig and Ger-
sho model of the photoacoustic effect in solids [1], the amplitude of the complex signal is directly proportional to the absorption 
coefficient of the samples. As the band gap energy (Eg) of GaN in wurtzite crystal structure is expected to be around 3. 32 eV [2], 
we use light with wavelengths from 300 to 540 nm in order to use a Tauc plot to estimate it. The thermal diffusivity of samples was 
obtained with another PA experimental set-up, with a 500 mW laser emitting at 405nm, used in the open PA cell configuration [3]. 
As the PA signal depends explicitly on the chopper frequency, the photoacoustic signal was acquired for values from 10 to 210 Hz.

Fig. 2. Experimental set-up of the PA spectroscopy experiment.

The Tauc plot of the three samples and their thermal diffusivities are shown in Figure 3. Preliminary identifications of the absorption 
bands indicate the presence of the zinc blende structure of GaN. Complementary characterizations such as x-ray diffraction and 
Raman scattering experiments, not shown in this abstract due to space limitations, also show the presence of this phase. 
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Fig. 3. Experimental results. a) Tauc plot of the sample S620. b) PA spectroscopy as function of the chopper frequency and the obtained thermal 
diffusivity values.

On the other hand, thermal diffusivity is an essential parameter to study further transport parameters, like the surface recombination 
velocity of carriers and the diffusion coefficient of carriers. The results of this work indicate the potential of PAS as a support in the 
thermal and optical characterization of GaN samples and their surface properties, especially in the study of growth conditions of the 
zinc blende structured phase. 
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Photoacoustic Spectroscopy (PAS) is an excellent technique for studying the optical bandgap of semiconductors materials. Several 
works have been devoted to determination of absorption edge from thin film semiconductor deposited on backing material which 
can be thermally thick semiconductor substrate [1] or optically transparent substrate as glass [2] In the first case, the PAS technique 
is able to separate the absorption contribution of thin film material from that of the semiconductor substrate. However the struc-
ture composed by two thin semiconductor layers deposited on transparent substrate is especially important in thin films electronic 
devices as solar cells, where the analysis of phenomena that occur in the interface between two thin films is fundamental for the 
devices performance. The reported experimental works, about PAS study of thin heterostructure are scarce. In this work the CdS/
CdTe bilayers of different thicknesses grown onto glass were studied by PAS. The energy of the optical band edge from CdTe layer 
is clearly identified in the amplitude of PA spectra and its position, 1.44 eV, is not related to its thickness. The second transition was 
observed around the CdS bandgap energy, despite this layer is semitransparent and thermally thin. This band is shifted to lower 
energies from 2.33 to1.92 eV as the thickness of the structure increases. We discuss two possible contributions, one associated to 
the lattice mismatch between wider and narrower band gap layers and the other related to the optical absorption of each layer. The 
theoretical model was compared with the experimental results.
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In the present work, the study of thermal properties in thin films with superhydrophobic properties is reported. Superhydrophobic 
coatings have a wide potential for applications in self-cleaning, anti-fouling, anti-ice, anti-corrosion, enhancement of heat transfer 
and so on. By using Aluminum Tri-sec-butoxide the synthesis of films, with super repellent properties to water, was carried out 
and applied on substrates of clay ceramics tiles. It was used the technique of spray with airbrush to deposit the films, previously 
elaborated by de Sol-Gel method. When polytetrafluoroethylene is coated on the alumina films, the surface energy is reduce and im-
proves its hydrophobic properties, resulting in an increase of the water contact angle (<160°). In this study, superhydrophobic films 
were characterized by the analysis of surface roughness, surface wettability and thermal properties. The thermal effusivity (e), and 
thermal diffusivity (α), and thermal conductivity (k) of the superhydrophobic films were determined using photothermal techniques. 

Materials and Methods. Preparation of dual-layer superhydrophobic coatings

The alumina films (Al2O3) were prepared by the Sol-Gel method according to the following procedure: Aluminum tri-sec-butoxide 
(Al(O-sec-Bu)3) and isopropyl alcohol (i-PrOH) they were mixed and stirred at room temperature during 1 hour. Ethyl acetoace-
tate (EAcAc) was added as a chelating agent and the solution was stirred during 3 hours. To the partial solution is carefully added 
distilled water to hydrolyse it and the solution is used for the coating. Different solution concentrations were prepared, from 0.03M 
to 0.37M, with the purpose of understanding the effect of these concentrations in the microstructure formations. The coating was 
carried out on ceramic clay tile (Baldosín) by means of airbrush spray technique. The obtained films were thermally treated at dif-
ferent temperatures and time intervals, 349-601 °C and 3-38 minutes, respectively. Finally, polytetrafluorethylene (PTFE) was used 
as a water repellent agent; the surface of the substrate was coated with PTFE polymer followed by a heat treatment at 380-480 °C 
for 1 hour.

Results 

Thermal diffusivity (α) and effusivity (e) experimental values for the samples are show in Table 2. From the relationship of e and α 
it is possible to calculate the thermal conductivity (k) of samples (k=e √α  ).
Table 1 Values of thermal diffusivity, thermal effusivity and thermal conductivity for the samples

The k value of the uncoated sample (SST0), obtained from experimental configurations, is close to the value of reported k for clay 
ceramic roof tiles (0.46 Wm-1K-1). However, the values of the thermal conductivity for the samples coated with alumina and PTFE 
micro-particles show significant changes. Comparing the sample SST0 with others, it can be seen that when the layer of alumina 
and PTFE is coated, the thermal conductivity is increased in the samples. In the case of sample SST475, it was performed with a 
solution concentration at 0.20M and calcination time at 20 min; it was observed the highest thermal conductivity compared to other 
samples (see Table 2). With these processing conditions, we achieve the best static contact angle (SCA) up to 159.80°±0.47 (Figure 
1), in all the experimentation.
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Conclusions

We have prepared super-water-repellent coating film of alumina on Baldosín ceramic by a combination of geometric and chemical 
approaches. Alumina thin films with roughness from 1.10 µm to 1.35 µm were formed by spray coating prepared by the Sol-Gel 
method. When polytetrafluoroethylene was coated on the alumina films, the static contact angle for water was increased. In this 
research was obtained films with roughness of 1.31 µm and static contact angle up to 159.80°±0.47.
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In this article, we followed the frequency dependence of the photothermally modulated magnetic resonance (PMMR) signal in a 
wide range of frequencies (100 Hz to 100 kHz) in several samples in the form of foils (Fe and Ni), layers (γ-Fe2 O3 cassette tape), 
thin films (Co and Permalloy deposited on glass and Si substrates), and the Si substrate itself. 

It is shown that the skin depth of the microwaves deeply influences the signal behavior by selecting the portion of the sample 
that is probed. Clear differences in the frequency dependence are observed between the metallic Ni and Fe foils and the dielectric 
γ-Fe2 O3 cassette tape. Furthermore, the thermal mismatch between the magnetic films and substrates also plays a crucial role, 
once the modulation of the temperature is strongly dependent on the substrate thermal parameters at low modulation frequencies. 
The non-resonant signal from the diamagnetic Si is also analyzed. It is produced by the absorption of microwaves by the pho-
to-injected free carriers and presents characteristic behavior in the investigated frequency range.

Materials and Methods

Nickel and iron foils are cold laminated and 50 μm thick. The cassette tape was a Nipponic type I tape, not recorded, which is 
made up of 15 μm polyester backing and a 5 μm magnetic layer of γ-Fe2 O3 needle shaped particle immersed into a polyester 
matrix. Cobalt and Permalloy films, with 150 nm thickness, were deposited by sputtering on 150 μm corning glass and 535 μm 
Si (111) wafer substrates, which were kept at room temperature.

The experimental setup was based on a Bruker Elexys 500 Electron Spin Resonance spectrometer operating in microwaves 
X-band. For the PMMR experiments, an optical access ER4104OR cavity with a Q-factor of 7000 was used. A Newport LQA660-
110C laser, 110 mW nominal power, 660 nm wavelength, and pump beam radius of 1.0 mm, was used as a periodic intensity light 
source by modulating its electronic power source. The surface of the sample was fully illuminated and its dimensions are much 
larger than thickness, what allows consider one-dimension treatment. Equation (1) represents the PMMR signal, which is origi-
nated in the sample temperature oscillation produced by laser light absorption and is proportional to the temperature derivative 
of the imaginary part of magnetic susceptibility [1-2].  corresponds to the temperature oscillation times the microwave 
magnetic field.

In order to include the influence of the skin depth δ the equation (2) presents the exponential term times the temperature oscil-
lation in the depth x, integrated over the thickness l of the medium. TH is the temperature variation integrated over the sample 
thickness and weighted by the microwaves magnetic field amplitude in the sample. It is actually a temperature multiplied by a 
characteristic length.

With this equation, simplified expressions for the studied specific cases were obtained [3]. 

Results

Figure 1 illustrates the distinct behaviors of a metallic (50 µm Fe foil) and a dielectric sample (µ-Fe2O3 cassette tape), showing 
the predicted slopes of the frequency dependence of the PMMR signal amplitude obtained using Eq. 2.
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Figure 1: PMMR signal amplitude versus laser modulation frequency for a metallic and a dielectric sample.
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The study of the physical properties of organic films on the water surface is an important problem related to the development of 
methods for the ecological monitoring of the ocean and inland water. Even in the laboratory, the detection and characterization of 
oil films is a challenging task, while the use of existing laboratory methods in the full-scale experiments is not yet possible. This 
laboratory study was devoted to transmission-mode optoacoustic (OA) [1] characterization of oil films based on OA microscope 
of Institute of Applied Physics RAS [2] equipped with disk-shaped ultrasonic detector.

Fig. 1. Underwater optoacoustic (OA) detection of oil films: (a) – scheme of the experimental setup; (b) – photography of oil droplets generator; (c) 
– examples of OA A-scans acquired after different number N of oil droplets were generated; (d) – experimental estimations of oil thickness based 
on the independent measurements of pulse delay (dotted blue), maximum pulse amplitude (dotted red), effective pulse duration (dotted magenta) 
being compared to theoretical model of oil thickness (dashed black).

The experiments were performed using cylindrical cuvette with 93 mm diameter (fig. 1a-b) filled with distilled water and containing 
PVDF ultrasonic detector with 5 mm diameter, with noise equivalent pressure (NEP) of 6 Pa and the bandwidth Δf of 0-100 MHz. Signals 
from PVDF detector were transmitted through custom-made 1-100 MHz matching amplifier and digitized by 16-bit analog to digital 
converter Razor16 (GaGe, USA) at 200 MHz sampling rate.

Crude Urals oil (Lukoil, Russia) was dropped to the cuvette (fig. 1 a-b) using custom-made oil droplet generator providing 9 mg oil 
droplets at the rate of 4 droplets per minute. Assuming homogeneous superficial distribution of oil at the water surface, the effective 
increment of oil thickness was estimated as 1.5 µm per droplet (dotted black curve at figure 1d). After each oil droplet, oil film was 
illuminated by the series of n=50 optical pulses at 532 nm wavelength using laser Wedge HB (Bright Solutions, Italy). Each laser 
pulse had ~0.1 mJ energy and 1 ns pulse duration. Each series of A-scan was averaged for noise reduction purposes. 

Assuming 1.5 mm/µs sound speed, the axial OA profiles of each oil film were obtained (figure 1c). Due to the difference in acoustic 
impedance at liquid-air interface, the straight-propagating OA pulses were followed by the reflected ones. Due to the finite optical 
attenuation (µeff) of oil, OA waveforms corresponding to the thicker (>100 µm) oil films expressed the exponential decays corre-
sponding to µeff = 2.68±0.06 mm-1. OA waveforms (fig. 1c) were used to estimate the oil level (OL) based on the delay in ultrasound 
propagation as well as oil thickness (OT) based on the thickness-dependent changes in OA amplitudes or OA pulse durations. The 
results of OA characterization of oil film level and thickness are presented in figure 1d. Table 1 represents the thickness ranges po-
tentially accessible by the proposed OA methods with the noise equivalent thickness (NET) of 10 µm. 
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Table 1. Applicability of underwater OA measurements for independent estimations of OL, OT, and µeff . 
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We studied degradation of thermal conductivity in single crystalline sapphire (α-Al2O3) irradiated by 167 MeV Xe swift heavy 
ions (SHI) at 1012 – 1014 ions/cm2 fluences. Near-surface cross-plane nanoscale thermal transport measurements were performed 
by a non-contact ultrafast optical pump-probe technique called picosecond time domain thermo-reflectance (TDTR). Modulation 
frequency-dependent thermal characterization with variable heat penetration depths combined with multi-layer and multi-modu-
lation rate data analysis allowed us to isolate for the first time the thermal conductivity of sub-surface thin amorphous layer from 
ion track regions both resulting from damage caused by ionization effects of SHI. These results demonstrate the applicability of 
modulated thermoreflectance method to resolve thermal transport behavior in SHI-irradiated oxides having non-homogeneous 
damage depth profile. It can also facilitate future studies aiming at resolving the impact of damage resulting from electronic and 
nuclear stopping regions.
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The development of composite materials has shown excellent improvement in recent years with the inclusion of nanostructured 
filler materials. Additionally, the geometric manipulation of these nanostructured fillers has allowed the modulation of the ma-
terial properties. This represents one of the most important features in the development of new materials for applied science and 
engineering. Magnetorheological (MR) fluids are a type of smart materials that have been shown to be exceptionally valuable in 
the development of heat transfer and mechanical applications such as fast-acting clutches, brakes, shock absorbers, among others 
[1,2]. MR fluids consists of dispersions of highly magnetizable microparticles in a non-magnetic carrier fluid. Under an external 
magnetic field, they can change their mechanical properties from a fluid-like state to a solid-like state. This effect is due to the 
preferential aggregation of the microparticles that leads to the formation of chain-like structures in the direction of the applied 
field [3-5]. The thermal properties of these materials can be modified with the addition of nanostructures with high thermal con-
ductivity. In a similar manner, the structural dynamics of the MR fluid can also be improved by the inclusion of carbonaceous 
nanostructured materials [6,7]. 

In the present work, we studied the thermal properties of MR fluids based on carbonyl iron powder (CIP) with the addition of 
carbon nanofibers (CNF). We analyzed the thermal diffusivity of the MR fluid samples as a function of the volume concentration 
of CIP and CNF. The thermal diffusivity was measured using a photopyroelectric technique under the influence of low intensity, 
homogeneous magnetic fields. Additionally, we determined the effective thermal conductivity of the samples as a function of the 
CIP and CNF volume concentration as well as the applied magnetic field. In the absence of an external field, the thermal conduc-
tivity of the MR fluid shows an increase proportional to the CNF load, even at low concentrations. This is due to the extraordinary 
thermal conductivity of the carbonaceous nanostructure material. Furthermore, with the application of an external magnetic field, 
the increase in the thermal conductivity becomes hindered compared to the case without a magnetic field. For example, samples 
with 5% of CIP and 5% of CNF show an increase in the thermal conductivity of 17% when comparing measurements with and 
without an applied magnetic field. In addition, the experimental measurements were found to be in agreement with an effective 
medium model (modified Lewis-Nielsen model). In this model, the form factor, i. e., the relation between the dimensions and the 
shape of the structures in the MR fluid, was used as a fitting parameter. These results provide evidence that the presence of the 
fibers interfere with the formation of the chain-like structures of CIP microparticles.

Fig. 1. Enhancement of the thermal conductivity of MR Fluids with loads of CNF (a) respect to the matrix and (b) due to the applied magnetic 
field of 200 G.
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In order to combine the properties of liquid crystals and metal compounds, a substantial amount of efforts have been devoted to 
the design of liquid-crystalline metal compounds. Rare earth ions have sharp emissions in the visible and near-infrared region. 
Rare-earth-containing liquid crystals have been considered as a promising kind of light-emitting liquid crystals [1]. Though some 
studies have been performed on rare-earth-containing liquid crystals, only few of these compounds have luminescent properties 
and most of them have transition temperatures above room temperature.

Photoacoustic technique, which is sensitive to both the thermal and optical properties of the sample, has been widely used to 
study the physical and chemical properties of many kinds of materials. Photoacoustic spectroscopy can be a direct monitor of 
energy levels and non-radiative relaxation channels of rare earth compounds [2]. Additionally, photoacoustic technique has been 
successfully introduced to study the phase transition of liquid crystals. In this work, Ln(TTA)3L2 (Ln3+: La3+, Eu3+, Gd3+ and Er3+, 
TTA: 2-thenoyltrifluoroacetonato, L: 2-hydroxy-N-octadecyloxy-4-tetradecyl-oxybenzyaldimine) liquid-crystalline compounds 
were prepared. The spectral properties and phase transitions of these compounds have been studied by photoacoustic and fluo-
rescence spectroscopy.

Materials and Methods

Ln(TTA)3L2 compounds were prepared by the adduct formation reaction between L (0.2 mmol) and Ln(TTA)3(H2O)2 (0.1 mmol) 
in dry toluene at 60 0C for 5 h. After the solution was allowed to cool to room temperature, the solvent was removed, and the 
product was dried in vacuum.

Photoacoustic spectra were recorded on a single-beam spectrometer constructed in our laboratory. The excitation source was 
a 500 W xenon lamp. The optical system included a monochromator and a mechanical chopper at a frequency of 33 Hz. The 
photoacoustic spectra were recorded in the region of 300~800 nm. The fluorescence spectra and fluorescence lifetime of the 
compounds were measured on an Edinburgh Instruments FS-900 spectrofluorimeter. The lowest triplet state was detected from 
the phosphorescence of Gd(TTA)3L2 compound. In situ energy-dispersive X-ray diffraction experiments were performed in the 
Beijing Synchrotron Radiation Facility. The optical textures of the mesophase were taken with an Olympus BX60 polarizing 
microscope.

Results 

As shown in Fig. 1, the mesophase of the title compounds was identified as smectic A phase on the basis of the typical fan-like 
texture which can be found by polarizing microscopy when the liquid sample was cooled into the mesophase. In situ energy-dis-
persive X-ray diffraction experiments were performed, and the periodicity d for the layer structure of the title compounds was 
determined to be around 26 Å.
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Photoacoustic spectra of the title compounds are shown in Fig. 2. The broad absorption around 390 nm is attributed to π-π* tran-
sition of the ligand. Photoacoustic intensity of the ligand increases in the order of Eu(TTA)3L2<La(TTA)3L2<Gd(TTA)3L2<Er(T-
TA)3L2. As the thermal property of Ln(TTA)3L2 is basically the same at room temperature, photoacoustic spectra indicate that the 
probability of non-radiative relaxation is the lowest for Eu(TTA)3L2, and the largest for Er(TTA)3L2. The fluorescence quantum 
yields (Q) of the title compounds have been measured. The value of Q increases for Er(TTA)3L2, Gd(TTA)3L2, La(TTA)3L2 and 
Eu(TTA)3L2 , respectively. The result of fluorescence measurements is coincident with photoacoustic spectra. Additionally, pho-
toacoustic technique has been used to monitor the phase transitions of the title compounds, and the variations of photoacoustic 
signals have been interpreted based on the theoretical prediction for reversible first-order phase transitions.

Conclusions 

Rare-earth-containing liquid crystals have been synthesized and studied by photoacoustic and fluorescence spectroscopy.  The 
results show that photoacoustic technique may serve as a new tool for investigating the relaxation processes and phase transitions 
of these metallomesogens.
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Photothermal spectroscopy has found the wide range of applications as a method of monitoring the thermal, optical and recombi-
nation parameters of semiconductors. It involves irradiating of light onto a sample and then, detecting of the periodic temperature 
fluctuations in the sample. In piezoelectric method, the stresses and strains of a sample due to absorption of optical radiation are 
detected by a piezoelectric transducer.

The paper presents results of both experimental and theoretical studies of CdZnSe crystals for different methods of the surface 
preparation and different content of zinc. Mechanical, chemical and thermal treatment of the surface can create the damaged 
subsurface layer which introduces additional defects states in the material. The increase of the zinc content can also be associated 
with the creation of volume defects in the material. 

The investigated crystals were grown by the high pressure Bridgman method under argon overpressure. The crystals were cut into 
1-1.2 mm thick plates and mechanically grounded, polished and chemically etched. The influence of zinc content and preparation 
method on the amplitude and phase spectra is observed.

Fig. 1 Amplitude and phase spectra of as-grown CdZnSe mixed crystals with different Zn content

The temperature distribution in the sample is the basis for the finding of the theoretical amplitude and phase of photothermal 
spectra. In contrast to the microphone detection, which needs only the temperature at one of the sample surfaces, in the piezo-
electric one, it is necessary to know the spatial temperature distribution along the thickness of the sample.

The paper presents both amplitude and phase piezoelectric spectra, for different content of zinc in CdZnSe crystals. Several fea-
tures of the crystals were revealed from the spectra, with the increase of zinc content: shift of the energy gap, broadening of the 
absorption band, increase of the surface absorption. 

For semiconductors there are three main sources of photothermal signal: thermal, plasma waves (associated with diffusion and 
recombination of carriers). In photoacoustic investigation of transport in semiconductors one can also take into account immedi-
ate thermalization of carriers and nonradiative surface recombination.  Their influence on the character of amplitude and phase 
piezoelectric spectra is showed and discussed.
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In this work, we demonstrate that it is possible to measure simultaneously thermal and infrared properties of semiconductor thin 
films by spectrally-resolved photothermal infrared radiometry. Measurements are conducted on undoped and doped AlGaAs thin 
films epitaxially grown on the heavily Zn doped GaAs substrate. Typical results are shown in figure 1 that presents the best fits of 
the theoretical model to amplitude ratios and phase differences for undoped Al0.33Ga0.67As alloy and C-doped Al0.33Ga0.67As alloy 
(open squares) thin films. In the case of undoped Al0.33Ga0.67As alloy, the infrared absorption coefficient of the thin layer and thermal 
boundary resistance were set constant, and the fitting was performed with thermal conductivity and diffusivity of the thin film as 
unknown parameters [1]. In turns for C-doped Al0.33Ga0.67As alloy thermal conductivity and diffusivity were set constant and the fit-
ting was performed with thermal boundary resistance and infrared absorption coefficient of the thin film as unknown parameters [2].

Fig. 1. Amplitude ratios (a) and phase differences (b) as a function of the modulation frequency for undoped and C doped  
Al0.33Ga0.67As alloys using filter F9 [2].

It is worth emphasizing that the phase difference at low frequencies (up to about 500 Hz) is very small (less than 1 degree), which 
indicates that at low frequencies the PTR signal is emitted from the substrate. At high frequencies, the PTR signal yields information 
about the thin film. Besides, it can also be observed that at the frequency of 100 kHz the PTR amplitude of the Al0.33Ga0.67As/GaAs 
sample decreases only by 20%, while the phase difference varies by about 20 degrees for undoped  AlGaAs, and 25 degrees for 
C-doped AlGaAs. From the normalized experimental data one can estimate either the thermal conductivity and thermal diffusivity of 
the thin film or the infrared absorption coefficient and thermal boundary resistance. The supplementary FTIR experiments in reflec-
tion configuration of undoped AlGaAs thin film provide reliable information about the layer thickness. It was also found that with 
increasing infrared absorption coefficient of the thin film the sensitivity of the method  for the estimation of the infrared absorption 
coefficient of the thin film increases, while the experimental errors decrease. 
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Assessment of luminescent quantum efficiency is essential for evaluating quality and applicability of luminescent material in 
numerous modern photonic devices, such as lasers, LEDs and solar concentrators. Thermal lens (TL) spectroscopy has been 
successfully applied in the study of these materials with low and very low optical absorption coefficients [1,2]. The technique 
is a nondestructive, remote and high-sensitive photothermal method. In the mode-mismatched TL configuration, an excitation 
beam is focused in the material. The material absorbs part of the incident energy, which may induce a local temperature change. 
The temperature change profile generates a refractive index gradient that acts as a lens, phase-shifting the second laser beam, 
as-called probe beam. Monitoring the intensity at center of the probe beam, the technique can quantify the temperature change. 
This capacity is essential for the characterization of luminescent samples, assessing the fluorescence quantum efficiency (η). 

Usually the method is applied to very low absorbing samples, which present a homogeneous temperature change profile along 
the sample thickness, being described theoretically by a 2D temperature profile [3],

where Pe and ωe are the incident power and the radius of excitation beam, respectively. Ae, R and K are the optical absorption 
coefficient, reflectivity and thermal conductivity of the sample, respectively. is the fraction of absorbed energy 
converted into heat, where λe is the excitation wavelength and  is the mean emission wavelength. The parameter tc relates 
the excitation beam radius with the thermal diffusivity of the sample (tc=ωe

2/(4D)), which is named as characteristic TL re-
sponse time

The 2D theory is a simple and effective model for samples presenting AeL 1, where L is the sample thickness. For highly absorb-
ing materials, which the product AeL are greater than unity, the temperature profile can be immensely changed, which should be 
taken into account the theoretical 3D description. However, solving the thermal lens 3D model considering a finite sample, with 
no heat flux from sample to the coupling fluid, obtains a temperature equivalent to the simple 2D model with the introduction of 
Beer’s law [3],

Using these considerations, the normalized TL signal is described by the expression,

where θ=(1-R) Pe Ae L(ds/dT)ϕ/(Kλp), (ds/dT) being the temperature coefficient of the optical path of the sample, and λp the probe 
laser wavelength. V and m are geometrical setup parameters.

To investigate the validity of this expression, high concentrated RhB - doped 3–glycidoxypropyltrimethoxysilane (GPTS)/tet-
raethyl orthosilicate (TEOS) – derived organic/silica monolithic xerogels were prepared by sol–gel process and studied by TL 
method. The RhB concentration varied from 0.036 to 19.49 mM. Figure 1.a presents the normalized absorption and emission 
spectra of the sample with the lowest concentration (0.036 mM of RhB). Since the samples present high optical absorption coef-
ficients, conventional TL low absorption theoretical model was evaluated and compared to high absorption model. The thermal 
diffusivities and luminescent quantum efficiency values were determined considering both models. The dye-doped organic/silica 
xerogels present high luminescent quantum efficiency values (up to 90 %) for the lower concentrations, which decreases as the 
concentration increases, reaching 8 % for the higher concentration, as shown in Fig. 1.b.
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Fig. 1. (a) Normalized absorption (solid line) and emission (dashed line) spectra of the lowest concentration of RhB-doped 
GPTS/TEOS xerogels (0.036 mm of RhB). (b) Luminescent quantum efficiency of RhB-doped GPTS/TEOS xerogels with the 
concentration.
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The determination of the thermal emissivity of porous silicon samples by means of infrared photothermal radiometry technique 
is reported. The porous silicon samples were elaborated by electrochemical etching from crystalline silicon wafers of 500 µm 
of thickness, phosphorus doped, orientation 100 and resistivity of 1.75 Ωcm. During the electrochemical etching process, it was 
used a current density of 40mA/cm2, hydrofluoric acid at a concentration of 40% volume and etching times of 5,10, 20, 30, 40, 
50 y 60 minutes.

The thermal conductivity and diffusivity were determined by means the photoacoustic technique in a heat transmission configu-
ration and the porosity through gravimetric method. 

Results show a significant dependence of the thermal emissivity with the etching time, and therefore with the porosity. 
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The Saboyá Municipality is considered one of the most prolific agricultural producers at Colombia; also, the medicinal and ar-
omatic plants are part of its biodiversity. Among the plants cultivated at the mentioned area Calendula (Calendula officinalis), 
Albahaca (Ocimum basilicum) and Tomillo (Thymus vulgaris) stands out because of the importance for the local economy. Herb-
al extracts from aromatic plants are essential in the pharmaceutic and cosmetic industry, and adequate quality control is needed 
for both raw and final products [1]. Physicochemical properties of aromatic plants depend on several factors; the soil conditions, 
weather, and local conditions make a difference in the final raw plant [2]. Afterward, the next critical step is the extraction method 
used for getting the bioactive compound. In this work, maceration was used. After the extraction procedure, the polyphenol con-
tent in the herbal extracts was tested by Folin-Ciocalteau method, and the thermal properties of this herbal extracts were studied 
by using the so-called inverse photopyroelectric method (IPPE) [3]
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The cosmetic industry has turned its attention to using vegetable products; the number of different vegetable oils used in the 
cosmetic industry has risen in the last years. In this work, the so-called photopyroelectric techniques are used for studying the 
thermal effusivity and diffusivity of wheat germ, mamey seed, walnut, coconut, and linseed oils. 

The thermal conductivity was calculated using a mathematical relationship. Therefore, full thermal characterization is achieved. 
The obtained values for the studied oils are closed to other vegetable oils already reported. This similarity is partially a conse-
quence of the similar chemical structure presented in this type of materials.

The results point out values are close to those of vegetable oils, as previous studies, the vegetable oils thermal properties present 
similar values, even though those values strongly depend on the origin region, type of sample and management processes
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Since their discovery, detonation nanodiamonds have been considered almost as an abrasive material only due to their hard-
ness. However, in addition to this property, they also possess other equally interesting properties as optical transparency, a low 
thermal expansion coefficient, an extremely high resistance to various aggressive chemicals, and a high surface area [1, 2]. As 
nanodiamonds (ND) are considered promising ion exchangers [3], it is necessary to have the information about their surface as 
completely as possible.

In previously published papers, KBr-pellet techniques of absorbance FTIR spectroscopy were mainly used to study the ND 
surface. Other techniques as attenuated total reflectance FTIR (ATR-FTIR) or diffuse reflectance (DR-FTIR) spectroscopy were 
used less often. However, ATR-FTIR requires a tight contact between the crystal and the sample surface; and thus, diamond is the 
only material of the ATR crystal that is applicable in ND measurements. DR-FTIR requires sample dilution with KBr and milling 
to obtain fine powders. Also, KBr can react with surface groups and is very hygroscopic. Photoacoustic FTIR is free from these 
disadvantages. But as far as we know, IR photoacoustic techniques have not used for ND measurements yet. Thus, we compare 
PA-FTIR and ATR-FTIR of several ND samples, for the first time, to demonstrate the possibilities of PA-FTIR spectrometry for 
ND surface investigation.

Fig.1. Comparison of PA-FTIR (red) and ATR-FTIR (black) spectra of a nanodiamond sample.

FTIR spectra of ND powders were collected using a Vertex 70 FTIR spectrometer (Bruker Optik GmbH, Germany) with a 
PAC300 photoacoustic accessory (MTEC Photoacoustic, Inc., USA) for PA-FTIR spectra with different modulation frequencies 
of IR radiation and a diamond-crystal GladiATR accessory (Pike Technologies, USA) for ATR-FTIR spectra.

We collected spectra of 8 commercially available ND samples. Figure 1 shows an example of PA-FTIR and ATR-FTIR spectra of 
nanodiamonds. In general, both techniques provide similar spectra. In the region of 3800–3000 cm–1, there is a wide OH band of 
surface OH-groups and adsorbed water. In the region of 1800–1500 cm–1, there is a characteristic band of stretching vibrations 
of carbonyl C=O group (1750–1720 cm–1) and a peak of bending OH vibrations (1620–1635 cm–1). For some ND samples, a 
weak peak at 1550 cm–1 is observed. In the range of 1500–800 cm–1, several overlapping peaks of various surface groups are 
observed.

In comparison with ATR-FTIR, PA-FTIR spectrometry results in more informative spectra. In an ATR mode, the spectral infor-
mation in the region of 2300–1900 cm–1 is lost due to the diamond crystal absorption. PA-FTIR modality reveals weak peaks 
due to larger radiation penetration depth. For instance, overlapping peaks of CHx vibrations at 2950–2750 cm–1 are observed in 
PA-FTIR spectra while almost unobservable in ATR-FTIR spectra. In addition, PA-FTIR allows varying the radiation penetration 
depth with the interferometer frequency. Thus, PA-FTIR spectroscopy provides the additional information about the ND surface 
and demonstrates advantages over more widespread FTIR techniques such as ATR-FTIR and others.
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Atmospheric aerosol has severe impact on climate on human health and air quality. The light absorbing carbonaceous aerosol 
is responsible for the major fraction of uncertainty in climate forcing calculation and one of the most harmful atmospheric con-
stituents too. Therefore, precise and accurate measurement of that is deemed essential. The researcher is in common platform 
in that the photoacoustic spectroscopy is one of the most powerful methodology for precise and accurate determination of light 
absorption of aerosol. In this study, we perform results of the field measurement campaign focussing on the correlation between 
the aerosol size distribution and photoacoustic responses of ambient. 

The measurement was made under wintry urban meteorological conditions from late winter until early spring of 2015, in Budapest, 
the capital of Hungary. Optical absorption coefficient (OAC) by aerosol is generally measured by two different methodologies. One 
was the most commonly applied Aethalometer [1]. The other was the recently developed multi wavelength photoacoustic instrument 
(4-λ-PAS) [2]. The number concentration and size distribution of ambient aerosol was measured by a single mobility particle sizer 
(SMPS equipped with a Vienna-type DMA+CPC, Grimm Aerosol Technik GmbH & CO. Austria, with a size range of 10,1-1093 
nm). The wavelength dependency of the measured OAC data quantified by the Aerosol Angstrom Exponent (AAE) was also de-
duced and analysed from the measured responses of the ambient at the operational wavelength of 4-λ-PAS.

Based on the data evaluation of size distribution, the measurement period can be classified into two categories such as normal 
and nucleation days. On 5 measurement days clear nucleation events were observed. At normal days three characteristic size 
modes were defined with count median diameters of circa 15, 25 and 110nm that association with nucleation, traffic and heating 
activities. We also identified diurnal variations of the strengths of those characteristic modes and AAE values. Investigating the 
correlations betwen the photoacoustic and size distribution data we revealed and quantified relationship between the mode struc-
ture and the AAE. During the campaign we also identified characteristic spectral responses of nucleation events first. Moreover, 
in daily regulation, we experimentally demonstrated so called uncompleted nucleation events with characteristic AAE values in 
normal days. 

From the simultaneous measurement of OAC by the 7λ-Aethalometer and a 4λ-Photoacous-
tic Spectrometer as reference instrument, wavelength dependent correction factors (f and C) 
was defined in weingartner posterior correction schemes [3]. We found that the correction 
factor of C has source specific diurnal variations, while correction factor of f no clear trend 
could be observed during the measurement period.
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Thermal-lens spectrometry (TLS) is used for sensitive and reliable quantification of the absorption bands of proteins [1, 2]. 
These applications usually require microscopic techniques and precise instrumentation combined with data visualization and 
rather sophisticated data treatment [2, 3]. However, TLS can be implemented as simpler setups still providing high sensitivity of 
measurements in rather small-volume samples [4]. This approach is considered straightforward and useful for the determination 
of optical absorption and photothermal properties of solvents only. However, the dynamic nature of photothermal effects provide 
very informative transient data, which can be used with non-microscopic schematics for the characterization of photothermal and 
size-based parameters of protein solutions. 

Carotenoid proteins are photoactive molecules responsible for the photoprotection of cyanobacteria from the oxidative dam-
age. They have photosensitive chromophores and long hydrocarbon chains with many double bonds and, thus, very efficient 
quenchers of excitation energy absorbed by the light-harvesting complex of cyanobacteria under high light intensities [5, 6]. 
Carotenoid proteins have a physiological function to deliver carotenoids with antioxidant properties to the cells that need protec-
tion from active singlet oxygen [5]. Various species of these proteins show different energy-transfer properties that hence can be 
attributed to thermal and, thus, photothermal parameters. Orange carotenoid protein (OCP) is the main energy-transfer protein. 
Violet carotenoid protein is a C-domain only ‘version’ of OCP, which is known to quench singlet oxygen more efficiently than 
OCP. Purple carotenoid protein is a mutant, always stable photoactive form of OCP, similar to which it turns when illuminated 
with a green-blue light [5]. Thus, the comparison of photothermal properties of these various species may be attributed to the 
chromophore and structure differences. 

Bovine serum albumin, haemoglobin, and also myoglobin (as an oxygen-binding protein in the heart and skeletal muscles [7]) 
were selected as heme proteins with known properties and different molecular weights. 

A special protocol for handling transient curves based on changes in thermal diffusivity during the experiment was proposed. 
Heme proteins, albumin, carotenoid proteins, and their supramolecular complexes at submicromolar levels as well as ferroin 
and cobalt nitrate (used as reference systems of true solutions) were characterized by steady-state and transient thermal-lens 
experiments. The detection limits of heme proteins by TLS are at nanomolar level, which is 50-fold lower than those by optical 
absorption methods. 

TLS not only shows high sensitivity of the assessment of protein chromophores, but also provides a change in the calibration 
slopes compared to the theoretical values due to changes in the heat transfer in disperse media. The dependences of the thermal 
lens signal vs. the excitation laser power was determined for carotenoid proteins (orange, purple, and violet) and myoglobin. 

From transient curves, thermal diffusivities of protein solutions were assessed, and the differences in heat transfer in carotenoid 
protein species were estimated. Thermophysical properties of these species will be discussed. The data obtained by TLS were 
compared with the results obtained from other relevant methods of spectrochemical analysis.
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Finite element numerical calculations (COMSOL Multiphysics software) was used to simulate the whole cycle of photothermal 
beam-deflection (PBD) measurements — the thermal perturbation (field), the distribution of the refractive index in the surround-
ing medium as a result of photothermal heating of the sample, and the propagation of a probe beam through a photothermal 
element. The thermal model assumes the absence of radiative transitions in the sample upon the absorption of radiation, constant 
thermophysical parameters during the experiment, the linear temperature dependence of refractive index, and the absence of 
diffusion. Numerical implementation of mathematical models (sample geometry, materials and irradiation times) for PBD exper-
iments facilitates replacement of empirical optimization. The aim of this study was to test COMSOL Multiphysics with the new 
Ray Tracing module for modeling PBD experiments without any other software/simulations.

The numerical part of the simulation consisted in (i) setting the geometry of PBD experiments; (ii) setting the expressions for 
constraints and boundary conditions; (iii) setting the physical parameters of the sample and parameters of the optical schematic 
of the setup; (iv) setting up the division to finite elements; and (v) solving the heat transfer equation, which was followed by the 
data handling. The model gives either a 2D time-dependent temperature distribution in radial coordinates ΔT(r, t), a simplified 
model, or a 3D distribution ΔT(r, z, t), the basic model for PBD measurements [1]. The simulation is implemented for times from 
0.1 ms to 1000 s. The simulation showed that to solve the problem of numerical simulation of the thermal response in PBD, it is 
enough to further process only the thermal field corresponding to the medium contacting the sample.

At the stage of ray tracing optimization and a geometry optics calculations, a ‘Release from Grid’ node was used for setting up 
the number of rays and their origin, a ‘Wall’ node was set up for the detection position, and a ‘Ray Termination’ node was used 
for stopping ray tracing at the detector plane. The amplitude signal of photothermal beam deflection can be measured only; the 
phase signal is not implemented. The approach has sufficient simplicity and provides significant accuracy of the solution of the 
problem. The examples of the application of the proposed model will be discussed.
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Disperse systems play more important roles in photothermal experiments and they involve various types of systems — from 
protein and micellar solutions to nanodiamonds, quantum dots, and metal nanoparticles. Photothermal modalities used to study 
these systems also vary and include large scale relatively slow techniques like photothermal-lens spectrometry, fast techniques 
like photothermal grating and various microscopic techniques. The correct interpretation of sophisticated and time-resolved pho-
tothermal signals are required for the relevant results. In this study, a model involving heat transfer in pulsed and cw thermal lens 
experiments in solution with nano-sized chromophores of various origin in light-absorbing and non-absorbing dispersive media 
was developed. Simulation software, COMSOL Multiphysics (finite element numerical simulation) and MATLAB software were 
used. The results for various photothermal modalities and disperse systems will be discussed.
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Rare earth chelates have received great attention due to their important roles in the study of fluorescent reagents, optical materials 
and NMR shift reagents. However, rare earth chelates are usually soft, easily melted, and have few desired mechanical properties. 
Thus these compounds have been impeded from direct applications as fluorescent phosphors or other optical materials. One way 
to solve this problem is to dope these chelates into inorganic matrices by the sol-gel method, which has been proved to be an 
excellent method to prepare inorganic-organic composite materials under mild conditions [1].

Photoacoustic technique has been widely used to study the physical and chemical properties of many kinds of samples. It has the 
advantage to detect optical and thermal properties of light-scattering or opaque samples. Photoacoustic spectroscopy has been 
found to be suitable for investigating rare earth compounds according to the recent work. In this paper, neodymium chelate with 
dipyridine (dipy) was incorporated into silica matrices by the sol–gel method. The formation of the neodymium chelate in silica 
gels has been studied by photoacoustic spectroscopy.

Materials and Methods

For the sol-gel preparation, ethanol and tetraethoxysilane were mixed. The pH value was adjusted to 2 with addition of HCl. The 
mole ratio of ethanol, tetraethoxysilane and water was 4: 1: 4. Then Nd(dipy)2Cl3•2H2O chelate was introduced to the precursor 
solution. Thermal densification of the gels was performed at 150 oC for 3 h. The term ‘wet gel’ in this paper was to refer to the 
sample that had undergone drying and aging at room temperature only.

Photoacoustic spectra were recorded on a single-beam spectrometer. The excitation source was a 500 W xenon lamp. The optical sys-
tem was a CT-30F monochromator with a variable-speed mechanical chopper. The acoustic signal was monitored using an indigenous 
photoacoustic cell fitted with an electret microphone. The microphone output was processed using a SR-830 lock-in amplifier. The final 
signal was normalized by use of the carbon black reference. Infrared spectra were measured using conventional KBr pellet technique.

Results 

Photoacoustic spectra of Nd3+ chelate-doped silica samples are shown in Fig. 1. The broad absorption band around 30000 cm-1 

 is assigned to π-π* transition of dipy. Photoacoustic bands of different energy levels of Nd3+ are clearly shown in Fig. 1. Rare 
earth ions are frequently used as spectral probes for inorganic matrices and biological systems. It is interesting to study photo-
acoustic bands of Nd3+ in different silica gels to evaluate the formation of rare earth chelates. The “degree of covalency” can be 
estimated from bonding parameter b1/2, nephelauxetic ratio β and Sinha parameter δ [2]. Values of covalency parameters have 
been calculated based on photoacoustic assignments.
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The values of β, b1/2 and δ of Nd3+ chelate-doped wet gel are 99.50%, 0.050 and 0.50, respectively, which are consistent with 
those of only Nd3+ ion in wet gel. The result indicates that the Nd3+ ion does not coordinate with dipy due to the acidic envi-
ronment of the wet gel. The nephelauxetic ratio decrease to 98.62% for the sample after heat treatment. Upon heat treatment, 
ethanol, water and HCl vaporize further. The flexibility of siloxane network still allows easy diffusion of rare earth ions and 
dipy molecules, which can result in the formation of rare earth chelates. IR spectra are shown in Fig. 2. For the sample upon 
heat treatment, absorption peaks of the neodymium chelate, C=C, C=N stretching (1455 and 1598 cm-1) and C-H vibration  
(766 cm-1), can be found. Those infrared peaks are superimposed on the original patterns of the silica matrix, which further sup-
ports the above discussion.

Conclusions 

The formation of the neodymium chelate in silica matrices has been evaluated by photoacoustic technique. Based on the assign-
ments of photoacoustic bands, nephelauxetic parameters of neodymium chelate-doped samples have been determined. Spectral 
results indicate that dipy does not coordinate with the neodymium ion in silica gels without a suitable heat treatment.

Acknowledgements

This work was supported by the National Natural Science Foundation of China (No. 11834008)

References

1.	 V. Levchenko, R. Reisfeld, Optical Materials 74, 187 (2017)
2.	 H.Y. Wang, Y.T. Yang, W.S. Chen, Y. Wang, X.J. Liu, S.Y. Zhang, Journal of Physics and Chemistry of Solids 71, 971 (2010)

C       Chemistry and Earth Sciences



301

CP 009
Application of Photoacoustic Spectroscopy and Phase 
Resolved Technique in The Study of Photoprotective 
Pigments in Golden Delicious Apple (Malus Domestica) 

Alejandro ROJAS MARROQUIN (1)*, Joel HERNÁNDEZ WONG (2), Uriel NOGAL LUIS (2),  
José Bruno ROJAS TRIGOS (1), Ernesto MARÍN MOARES (1), José Antonio CALDERÓN ARENAS (1)

1. Instituto Politécnico Nacional, Centro de Investigación en Ciencia Aplicada y Tecnología Avanzada, Av. Legaria No. 694, Col. 
Irrigación, C.P. 11500, Ciudad de México, México.  

2. CONACyT-Instituto Politécnico Nacional, Centro de Investigación en Ciencia Aplicada y Tecnología Avanzada, Unidad Legaria. 
Legaria No. 694, C.P. 11500, Ciudad de México, México.

calder62@hotmail.com; marroquin-m@hotmail.com

We report the application of the Photoacoustic Spectroscopy (PAS) and the phase resolved technique (PRT) to study the change 
in the optical absorption spectra of the photoprotective pigments in Golden Delicious Apple (Malus domestica) as a function of 
the maturation time.

Unlike optical absorption spectra reported with conventional methods, the application of PRT on the data of amplitude and phase 
measured with PAS provides the spectral separation of optical absorption centers corresponding to the pigments in the cuticle 
and epidermal tissue.

Results show a clear definition of the absorption bands associated to each one of the separate absorption centers of the surface 
layers of the apple samples. On the other hand, remarkable changes are observed in the characteristics of the absorption bands as 
a function of the maturation time in Golden Delicious Apple (Malus domestica) samples.
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Currently, the studies of the influence of anthropogenesis on the changes in physical and physicochemical properties of soils expe-
rience a notable shift. Apart from traditional approaches to determining the properties of the bulk soil, the new information level 
is to determine soil fractions and aggregate structures including the evaluation of changes at the meso- and microaggregate levels. 
IR photoacoustic spectroscopy is a promising instrument for more delicate measurement and modeling of the dependence of soil 
properties on its physical and elemental composition, moisture, porosity, and density. Also, photoacoustic spectroscopy can be on 
demand for studies of changes of properties of entities of different hierarchical levels under the action of agrogenesis and anthro-
pogenesis. 

In this study, the dependence of mid-IR photoacoustic spectra of chernozem soils of various agrogenesis conditions was studied. 
Photoacoustic modality provides measurements of soil aggregates up to 2–5 mm without sample destruction, which a unique prop-
erty of this modality. The quality of the spectra does not change for various size fractions (Fig. 1). Photoacoustic spectra very clearly 
show the organic matter region from 2000 to 1300 cm–1 with some differences in the composition Below 1300 cm–1, the bands are 
weak in comparison, which differs this case from photoacoustic measurements of other types of samples like nanomaterials. In our 
opinion, it requires theoretical modeling and experimentally studying model systems.

For soil, photoacoustic and ATR modalities are complementary (Fig. 2), ATR provides the mineral part of soil perfectly visible, 
while the organic part is rather poorly revealed, and vice versa for photoacoustic measurements. ATR spectra of soil fractions in the 
mineral part are different, and IR photoacoustic and ATR measurements taken together may be used for studying soil degradation 
and recultivation processes.

      
Fig. 1. Photoacoustic spectra (Bruker Vertex 70, 1.6 kHz)  
of Kursk chernozem bare fallow fractions of less than  
50 μm (red); 50–100 μm (green); 100–250 μm (cyan);  
250–500 μm (yellow); 0.5–1 mm (blue); 1–2 mm (black);  
and 2-5 mm (magenta).
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Optical characterization of semiconductor materials with band gap near to the visible spectrum has been an important and widely 
topic, since the 20th century due to its potential applications in solar cells technology. In the last years the materials of perovskite 
crystalline structure have been received special attention, due to its low fabrication cost and easy scale up, as a substitute of 
silicon in conventional solar cells for the absorption of solar spectrum and its conversion in electricity [1]. The efficiency of the 
photovoltaic conversion process depends mainly on: i) the optical absorption of the material in the solar spectrum, which is con-
ventionally determined by using UV-VIS spectroscopy and ellipsometry [2], ii) the radiative quantum efficiency, i.e. the photons 
reemitted which are quantify by photoluminescent techniques [3] and iii) the light-into-heat conversion efficiency (non-radia-
tive), related with the amount of light dissipated as heat through the crystalline lattice, which have not been deeply explore in 
these new materials. Photoacoustic spectroscopy (PAS) is a versatile, well established and widely used technique for the thermal 
and optical characterization of different kind of materials [4-5]. Additionally, its direct dependence with the non-radiative quan-
tum efficiency makes this technique very suitable to perform this optical characterization.

In this work a mixed halide perovskite deposited on glass have been characterized optically combining conventional optical spec-
troscopy, photoluminescent and PAS techniques in the spectral range of 400-800 nm, where the perovskite shows its maximum 
optical absorption to solar spectrum, in order to quantify the efficiency of photovoltaic conversion process.
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The bioavailability and toxicity of contaminants in sediments to benthic organisms depend on the speciation of the contaminant 
[1]. The level of iron supply to sediments creates contrasting chemical pathways, each producing distinctive mineral assemblag-
es. Reliable measurement of Fe redox species (Fe2+ and Fe3+) in sediments is essential for studies of pollutants or trace-element 
cycling. This is, however, a difficult task, because the distribution of chemical species often changes during sampling and storage.

In this work the Diffusive Gradients in Thin-films technique (DGT) is investigated as a passive sampling approach used in 
combination with photothermal beam deflection spectroscopy (BDS) as a detection method for determination of labile Fe-redox 
species in sediments and natural waters. DGT offers the advantage of pre-concentration of labile (i.e. bioavailable) Fe species 
from the total dissolved Fe pool in sediment pore waters [2]. The advantage of using BDS [3-4] is also in avoiding contamination 
by using additional steps as extraction or pre-concentration. Furthermore, combined DGT-BDS provides 2D information about 
distribution of Fe2+ and the total Fe content in the resin hydrogels [5]. 

The goal of this research is to show the repeatability of this technique for determining trace amounts of Fe redox species in en-
vironmental samples. 

Materials and Methods

The concentration of iron redox species in solution or their amount on the gel was determined using 1,10-phenanthroline (PHN) 
as colorimetric reagent. The Fe2+- PHN complex shows broadband absorption in the visible range, with a maximum at 508 nm. 
This overlaps well with the wavelength of the excitation beam in applied BDS spectrometer (532 nm).

Two methods of sample preparation were examined. In the first approach, each piece (5 mm х 5 mm х 0.04 mm) of the gel 
was loaded with different mass of Fe2+ in the range 0-168 ng. Iron was deposited on the surface of the gel by applying differ-
ent volumes (0 - 300 μL) of Fe2+ solution prepared in double-deionized H2O (C = 10 μmolL-1) and leaving overnight until the 
diffusion of the solution into gel was completed. After deposition of iron, gels were immersed in 25 mL flasks containing 30 
μmolL-1 PHN solution and put in a horizontal shaker at 250 rpm for 1 day.  The BDS signals for each point of calibration curve 
were obtained by measurements at 3 different parts of gel for 1 minute and calculating the average BDS signal. The procedure 
was repeated 5 times for each amount of loaded iron. The equation of the regression line was y = 0.0041x - 0.0077 (r2 = 0.97). 
The within day precision of calibration curves' slopes, expressed as RSD, was 6.4 %, and the achieved LOD was a total of 36 
ng Fe2+ in the loaded gel.

In the second case, the gels were loaded with iron by immersing the same size pieces of gel in 25 mL flasks containing Fe2+ solutions 
prepared in double-deionized H2O in the concentration range 0-1000 nmolL-1 (0-1400 ng) for 24 hours and treating the gels with 
PHN as described above before performing BDS measurements. The equation of the regression line was y = 0.0046x - 0.0136 (r2 = 
0.98). The achieved LODs were 31 nmolL-1 Fe2+ in the solution, which corresponds to 43 ng of iron diffused into the gel. 

The RSD values for both calibrations of DGT-BDS technique were 5 - 17 % over the investigated range of concentrations.

The analytical yields of the method were determined by exposing the DGT gels to water samples prepared by spiking deionized 
water with known amounts of iron at 400 nmolL-1, 600 nmolL-1 and 800 nmolL-1 concentration levels, and derivatizing them with 
PHN before BDS measurements. The achieved analytical yields were 92 %, 115 % and 95 %, respectively, which indicates good 
specificity of the DGT-BDS technique.

The achieved LODs are comparable with other commonly used techniques, such as ICP-MS or ICP-AES [6].
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The DGT sampling technique combined with BDS detection provides highly sensitive chemical analysis with good repeatability 
and low detection limits. Thus, it is a promising tool for monitoring concentrations of biologically relevant Fe species in aquatic 
environment.
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In this work the characterization of fragments of ancient paper (obtained from the Franciscan Library of San Pedro Cholula) that 
comes from various bibliographic materials was performed. From photoacoustic spectra results, absorption bands from 280 nm 
to 400 nm associated with cellulose were detected. In addition, the presence of pigments generated by microorganisms for the 
absorption bands in the region from 450 to 550 nanometers were detected. Photoacoustic spectroscopy has proven to be a versa-
tile technique for the detection highly sensitive systems.

Materials and Methods 

The sol-gel technique was employed for the synthesis of TiO2 nanoparticles. After the synthesis of TiO2 nanoparticles , three 
washes with distilled water were carried out to obtain the amorphous phase. On the other hand, to obtain the anatase crystalline 
phase, the sample was subjected to a heat treatment in a muffle at 450 °C for 2 hours. Then, the dry weight was determined and 
the nanoparticles from both phases were characterized by UV-vis spectrophotometry, TEM and photoacoustic spectroscopy [1, 
2]. Paper discs of 0.5 cm were cut, to be analyzed by using photoacoustic characterization. Four types of measurements were car-
ried out using photoacoustic spectrophotometry. First, different samples of old paper without contaminating were characterized. 
Second, five species of filamentous fungi which are the most frequent in the ancient papers such as Aspergillus sp, Penicillium 
sp, Mucor sp, Alternaria sp and Rizopuz sp, which cause irreversible effects on paper were analyzed. Third, the photoacoustic 
spectrum to the TiO2 dioxide was taken. Finally, contamination of the paper with the fungi was induced, inducing the fragments 
of paper in a solution of spores. Once the contamination of the paper was verified monthly, the discs were immersed in a solution 
of nanoparticles of TiO2 and were placed in small boxes to be irradiated with a lamp of UV at 365 nm for 1 h in the anatase phase.

Results and discussion

The synthesized NPsTiO2, were characterized in ultraviolet light with a main peak located at a wavelength of 352 nm. The ob-
tained result indicates that the TiO2 with heat treatment of 450, 30 °C, for an hour and a half, has a prohibited bandwidth of 3.78 
eV. In the TEM micrographs, nanoparticles of mean particle size of 70 nm were observed. The UV photoacoustic spectrum for the 
ancient paper fragments revealed intense absorption bands  with a broad absorption band in the range from 300-400 nm. Hernán-
dez-Aguilar et al., 2019 detected cellulose at 350-400 nm while Gould (1982), found cellulose and hemicellulose in different 
species of pines at 300-400 nm. Figure 1 shows the photoacoustic absorption spectra of the 238 book catalogue, where cellulose 

was detected at 300 nm [3, 4]. 

Conclusions

It was demonstrated that photoacoustic spectroscopy is an alternative tech-
nique of high sensitivity for the detection of organic pigments and biological 
compounds in ancient documents.

Figure 1. Photoacoustic absorption spectra of the sample from a book 238 a) without 
microorganism, and b) contaminated with a microorganism. 
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In this work, SiO2–Au  nuclei-shell structures were prepared, the SiO2 synthesized by the Stöber method were used to growth an 
Au thin nanoshell. From transmission electron microscopy (TEM) micrographs, homogeneous SiO2 spherical nanoparticles with 
an average size of 90 nm and Au shells 13 nm were observed. The Au nanoshells were attached to a dielectric base by the deposi-
tion-precipitation process. An absorption band located in infrared region from the UV-vis spectra showed new structures synthe-
sized. Thermal diffusivity for different concentrations lower than 1 mg / ml core-shells SiO2–Au nanofluids dispersed in water was 
measured by thermal lens spectroscopy. From the results, it was observed an increase in the thermal diffusivity as the concentration 
of nanoshells increased. Finally, a possible interpretation to our results is given.

Materials and Methods 

For the preparation of the SiO2-Au nanoshells, tetraethyl orthosilicate (TEOS), ammonium hydroxide, (3-aminopropyl) triethox-
ysilane (APTES), tetrachloroauric acid, sodium borohydride and sodium citrate dehydrate were employed. In addition, methanol, 
ethanol, sodium hydroxide and deionized water were used. SiO2 spherical structures were synthesized using the Stöber method [1], 
which involves the hydrolysis and condensation of TEOS. For the preparation of the Au shell, an a solution of SiO2-AuOH3 seed was 
added to an Au hydroxide solution. Different concentrations lower than 1 mg / ml of nanofluids containing core-shell dispersed in 
water and the thermal diffusivity was measured by using thermal lens technique. Moreover, the samples were characterized by TEM, 
X-ray, UV-vis spectroscopy and Fourier Transform Infrared Spectroscopy (FTIR). 

Results and discussion

It was observed from TEM micrographs that the SiO2 mean particle size was 90 nm and for Au shells it was 13 nm. From UV-vis 
spectroscopy a band at around 750 nm, associated to surface plasmon resonance (SRP), confirmed the Au nanoshells formation. 
From FTIR, the characteristic peaks absorption bands were: at 550 cm-1 related to longitudinal vibration of Si-O-Si, at 800 cm-1 due 
to the symmetric tension of Si-O-Si, at 1080 cm-1 and at 1200 cm-1 due to the asymmetric tension of Si-O-Si. At 955 cm-1 related to 

bond tension in Si-OH and at 1640 cm-1 and 3362 cm-1 related to bend-
ing and stretching of water on the surface of SiO2 spheres. The thermal 
diffusivity value obtained by thermal lens spectroscopy was 15.7±0.23 
x 10-4cm2/s for a concentration of 0.1 mg / ml. In Figure 1, the typical 
spectra of thermal lens evolution vs time is shown. The obtained value 
was greater than that of the water-base fluid, which is 14.2x10-4 cm2/s. It 
can be seen, that as core-shell of SiO2-Au concentration increases, the 
thermal diffusivity increases. This behavior can be explained as follows: 
there is an increase in the optical and heat absorption, according to D 
= k/ρcp. In SiO2 the specific ρcp is decreased in nanofluids causing and 
improvement of the thermal diffusivity. At higher concentration, there 
is a thermal enhancement due to scattering phonon in the liquid-solid 
interphase [2, 3].

Fig. 1. Thermal lens signal for the core-shell SiO2-Au nanofluid.
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Conclusions

Gold nanoshells over a SiO2 dielectric platform were synthesized. This was achieved by mixing the seed solution and more Au-hydroxide solution. 
Thermal diffusivity was measured by thermal lens spectroscopy, the results revealed an increase of thermal diffusivity according to concentration 
of core-shells SiO2-Au. This investigation also have applications in the treatment of cancer cells treated by photothermal effects.
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In this work, the method used for the elaboration and characterization of Moringa oleifera extract are presented. An aqueous ex-
tract of Moringa oleifera was prepared. The Moringa oleifera leaf powders were characterized by the XPS (X-ray photoelectron 
spectroscopy) technique and the aqueous extract was characterized by UV-VIS absorption spectroscopy, Fourier transform infrared 
spectroscopy (FTIR) and thermal lens spectroscopy (TLS). The variation of the thermal diffusivity at different concentrations was 
measured by TLS.

Materials and Methods 

To obtain the aqueous extract of Moringa oleifera, distilled water was placed in a flask, brought to boiling temperature. Then, dried 
leaves of Moringa oleifera were added. After that, the aqueous solution was allowed to cool [1-3]. For the characterization by the 
XPS technique, the powder obtained from dried and ground of Moringa oleifera leaves was used. As a result from this characteriza-
tion, the following elements were found: Potassium (K), Calcium (Ca), Iron (Fe ), Silicon (Si), Phosphorus (P), Sulfur (S), Carbon 
(C), Oxygen (O) and Nitrogen (N) (Fig. 1), from the FTIR technique, the functional groups observed were OH  and NH3+ [2]. 
Finally, with the TLS technique the variation of the thermal diffusivity was obtained with the concentration, from 0.00175 cm2/s to 
0.00196 cm2/s (Fig. 2).

          Fig. 1. XPS spectrum of powdered                                     Fig. 2. Graph of the concentration vs diffusivity obtained
          dried ground leaves of Moringa oleifera                               with the TLS technique from the extract of  Moringa oleifera.
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Abstract

In the present research, Photoacoustic Spectroscopy (PAS) was employed to polymerize and to measure the thermal constants of an 
acrylic resin composite with silver nanoparticles (AgNPs). The AgNPs were synthetized by a green method and their properties were 
determined by TEM (transmission electron microscopy), XRD (X-ray diffraction), EDS (energy dispersive X-ray spectroscopy), 
FE-SEM (field emission scanning electron microscopy) and FTIR (Fourier transform infrared spectroscopy). The nanocomposite 
resin was polymerized in a PAS (photoacoustic spectroscopy) open cell experimental set up. The polymerization characteristic time, 
τ, presented a lineal increase behavior for AgNPs concentration. 

Materials and Methods 

To synthesize the AgNPs the methodology of Li [1] was used. A juice extractor with a power of 250 W and a centrifuge at 4000 
rpm were used. Capsicum Annum var Annum, distilled water, AgNO3, acrylic resin were the reagents used. The AgNPs were 
dispersed into the acrylic resin using an ultrasonic bath. UV-vis analysis of absorption coefficients were performed in the range 
(190-1100) nm, with a step of 5 nm. The chemical functional groups were determined using a FTIR spectrometer in the range 
from 400 to 4000 cm-1, with a step of 2 cm-1. TEM analysis of nanoparticle size were taken with an electron microscope at 60 
kV. The surface morphology of the samples was assessed with FE-SEM at 10.0 kV and 3 mm working distance. The chemical 
composition of the nanoparticles was investigated by EDS. The acrylic resin was also investigated by FTIR and UV-visible to iden-
tify its chemical characteristics and absorption range (200 – 405 nm). The nanocomposite was formed by adding 5 – 20 x10-4 g of 

AgNPs into the resin and dispersed by ultra-sonication for 1h. The 
nanocomposite samples were deposited in a circular sample holder 5 
x 2 mm on the acoustic cell. PAS experimental set up variables were: 
laser wavelength 405 nm, power 2.2 mW and frequency 17 Hz.

Results and discussion

In agreement to Li et al., [1], it was found that the synthetized AgNPs 
were formed with the following characteristics: size 17.5 nm, round-
ed shape, hexagonal structure, polycrystalline nature and chemical 
composition (Ag: 85.76± 3.61; O 14.24 ± 1.57). They were stabilized 
by the green extract, with an organic film on the particle surface. 
Such film acted as a surfactant during the incorporation to the acrylic 
resin allowing a good dispersion into the polymer that was stable 
at normal temperature and pressure conditions. The incorporation of 
AgNPs into the resin was confirmed by the formation of a band in 
the 1500 – 1580 cm-1 region in the FTIR spectra, assigned to the 
presence of AgNPs as a highly charged group in the proximity of the 
acrylic double bond [2]. Fig 1 shows the linear enlargement of po-
lymerization characteristic time, τ, versus AgNPs concentration into 
the composite.
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Conclusions

Green synthesis is a reliable technique to get AgNPs. The obtained nanoparticles facilitated the incorporation into the acrylic resin, increasing τ for 
the nanocomposite, compared to pure resin. Further characterization analyses will help us to describe the microstructure and mechanical properties 
of cured samples. Then, the polymerized samples will be microstructural and mechanically characterized.
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Thermal conductivity of two types of nanobiodiesels (NBs) were investigated theoretically and experimentally. The first type of NBs 
was composed of  C4 biodiesel (Purchased from Biofuels of Mexico) filled with Au nanoparticles (Au-NPs) and the second type was 
composed of soybean biodiesel filled with Ag nanoparticles (Ag-NPs). It has been demonstrated in the literature that the addition 
of Au-NPs or Ag-NPs to biodiesel can lead to a significant increase in thermal properties. The photo thermal techniques were used 
to determine the thermal diffusivity (D), thermal effusivity (e) and thermal conductivity (k) of biodiesel filled with Au-NPs or Ag-
NPs in different concentrations. For about two decades researchers have made the effort to predict the enhancement of the thermal 
conductivity of nanofluids based on experiments and several theoretical models have been proposed. One of these analytical models 
that have allowed researchers, calculate the thermal conductivity of the nanofluids is the Hamilton-Crosser Model, this model is 
based on the classical theory of compounds and mixtures containing particles of the order of millimeters or micrometers and fails 
dramatically in predicting the thermal conductivity of nanofluids. In that sense, the so-called Hamilton-Crosser model (H-C)  cannot 
represent adequately the enhancement in k as a function of NP´s concentration. So to predict the thermal conductivity of the two 
NBs, the so-called artificial neural networks  (ANNs)  were used [1-6].

Results and discussion

The figure 1 shows the k vs. volume percentage for both NBs, experimentally, with the H-C model and using the ANN model, from 
the thermal properties of the NB of C4 filled with Au-NPs and NB of Soybean biodiesel filled with Ag-NPs.

Figure 1. Thermal conductivity (k) vs. volume percentage for AgNPs/Soy biodiesel and C4/Au biodiesels for Hamilton-Crosser and ANN models.
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As can be seen in figure 1, it should be noted that the k of the NBs is not described adequately by the classical theories as Hamilton – 
Crosser for nanofluids. The comparisons indicate that the ANN model can successfully predict the k of nanofluids with applications 
on heat transfer performance of nanofluids.

Conclusions

It was found that biodiesel containing a small amount of AgNPs have higher thermal conductivity than of C4 biodiesel containing 
a higher amount of AuNPs. The thermal conductivity of nanobiodiesels increases remarkably with increasing concentration of 
nanoparticles. The chemical composition of the biodiesel does not influence the k enhancement of nanofluids. It was found than the 
experimental results are higher than those predicted by ANN models for nanofluids, while the H-C model was not satisfactory for 
low and high NPs concentrations. In summary, the addition of NPs to biodiesel increases the thermal properties. The values obtained 
in the literature, are in the range of typical biodiesel oils. This study is important for nanofluids having potential applications in many 
important fields such as heat transfer or cooling technologies, microfluids, transportation, medical and several thermal systems.
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X-ray Photoelectron Spectroscopy (XPS), Dispersive Energy Spectroscopy (EDS) and Photoacoustic (PA) techniques are useful 
to identify the structure of chemical compounds used for various applications, archaeology, among others. In the following work, 
these techniques were used for the analysis of seven samples that were obtained in Talavera House during the works corresponding 
to the years 2012-13 in which conservation and restoration works were carried out. Talavera House is located between the streets 
of the República del Salvador, Talavera and Roldán in the historic center of Mexico City [1, 2]. The objective of this work were to 
study the chemical compounds that were added to the lime when burned in the furnace and its use in the tanneries during the 18th 
century, both elements located in the second yard, as well as in the construction of the corridor in the 20th century located in the first 
courtyard. The samples were collected at these points and analyzed with the XPS and EDS techniques and by Photoacoustic (PA), 
comparing these results with other excavated sites

Results and discussion

XPS, EDS and Photoacoustic (PA) were used to determine the composition of lime manufacture in Talavera House. From the seven 
samples studied, the first five and the last sample belong to materials used in the year of its construction (eighteenth century) when 
the building was a tannery factory, and the sixth sample corresponds to a modification in the building made in 1912 when at that 
time, it was a primary school. In Fig. 1, photographs of the flattened interior of the tub corresponding to sample 2 (a) and the lime 
kiln corresponding to sample 5, can be seen. In Fig. 2, the Ca 2p peaks corresponding to sample 2 and  sample 5 from Fig 1, opposite 
sides of  sample 2 ( sample 1) and  sample 5 ( sample 4) and flattened exterior wall of the building located opposite one side of the 
calera in the second yard ( sample 3) are observed. From the physicochemical techniques used for the characterization, we were able 
to know the composition of the lime and the nature of the material. These samples were compared for the function they had in each 
space, their morphological composition and the manufacture of lime.

Fig. 1. Talavera house: a) flattened interior of the tub and (sample 2) b) lime kiln (sample 5)
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Fig. 2. Ca 2p peaks corresponding to sample 2 and sample 5 from Fig 1, opposite sides of sample 2 (sample 1) and sample 5 (sample 4)

Conclusions

In summary, the functions of the use of lime were determined in the Talavera House, recognizing areas of activity within the archi-
tectural spaces of the building. In the results of the chemical analysis of Talavera House, nine elements were found: O, C, Ca, Si, 
Mg, P, Na, Fe and K, varying their percentages according to the sampled site. It was concluded that in the tubs (sample 2) and in the 
heat furnaces (samples 4 and 5), a relatively higher percentages of Ca and P were found, reason why it is justified that these locations 
were used to cut the skins and to perform calcination of the lime. On the other hand, it was found for samples 3 and 7, chemical 
elements such as Na, Si and K, the different in proportion compared to the samples of the eighteenth century, so there are differences 
in to the proportion of chemical elements for these two different periods of construction of the Talavera house. 
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Vanadium oxides (VxOy) have been widely studied as smart materials because of their capability of going through a reversible met-
al-insulator-transition. They are of considerable technological interest for a wide range of applications.  This work, present depo-
sition method proposed to achieve vanadium oxide V2O5/V thin films with high (TCR), intended to be used as functional material 
in microbolometer applications.  We have applied a suitable thermal annealing by sputtering method to three samples composed of 
nine alternating layers of vanadium pentoxide (V2O5), 15 nm, and vanadium V (V), 5 nm, which were annealed for different times 
at 300°C in O2 atmosphere.  We have applied raman spectroscopy for microstructure characterization and Photothermal Deflection 
Techniques “PDT“ for thermal characterization and PDS for optical characterization. The results show that annealing atmosphere 
has an effect on microstructure, optical and thermal properties of the mixed phase.

Fig 1 Experimental and theoretical amplitude of PDS signal versus wavelength and absorption coefficient respectively of the as-grown sample and 
annealed in O2 atmosphere at 300°C for different annealing times
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For optical excitation of surface (SAW) and bulk (BAW) coherent phonons in transparent media, thin-film coatings or planar 
nanostructures formed on the surface are widely used. When an optical pulse is absorbed, coherent phonons are generated through 
various electron-phonon or photon-phonon mechanisms.

Another method of forming micro/nanostructures in the sample under study is ion implantation, which allows one to create a region 
with modified properties that absorbs the exciting optical pulse.

In this work, for the optical excitation of SAW and BAW in diamond, a microstructure in the form of a strip of 1000×40 μm based on 
a graphitized layer [1], obtained by implantation of He+ ions, was used. The depth of the layer is ~700 nm and the thickness ~120 nm.

The interferometric technique [2] was used, which allows one to simultaneously register changes in the amplitude and phase of the 
reflection coefficient from the sample caused by propagating coherent phonons.

In Figure 1 the spectra of the amplitude and phase of the response are shown when the center of the strip is excited by a femtosecond 
laser pulse.

Fig. 1. The spectra of the amplitude and phase of the response to propagating BAW generated when the center of the strip is excited by a femtosec-
ond laser pulse. Blue curve – the spectrum of  Im(ΔR/R), red curve – the spectrum of  Re(ΔR/R). The line at ~108 GHz corresponds to Brillouin 
scattering.

One can see that the spectra consist of a set of lines in the range from 5 to 120 GHz, and there is no complete line matching. This 
can be explained by the different "optical activity" of the various vibrational modes of the structure under study. 

A similar difference in the spectra of the amplitude and phase of the response was observed previously for diamond samples im-
planted with carbon ions [3].

Figure 2 shows a picture of propagating SAW. It is seen that the fronts of the surface wave are almost not distorted when crossing the 
boundaries of the strip. This is due to the small thickness of the strip (~120 nm) as compared to the SAW wavelength (~2 μm). As a 
result, the perturbation (“softening”) of the effective elastic properties of the near-surface layer is small. The propagation velocity of 
SAW along the strip at frequencies lower than 1 GHz is ~ 3% lower than the velocity of the Rayleigh wave on the diamond surface. 
At frequencies above 1GHz, SAW normal dispersion is visible (Fig.2).
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Fig.2. SAW pattern obtained on the sample surface. Repetitive circles are pulses of SAW corresponding to two excitation pulses, following with a pe-
riod of ~ 13ns. In the figure the boundaries of the embedded layer are marked by horizontal arrows. At the back front of the SAW pulse, which passed 
170 μm along the embedded layer, one can see the structure caused by the dispersion (marked by vertical arrows).

Comparison of the experimental data with the results of mathematical modeling of the response allowed us to determine the elastic 
and photoelastic properties of the graphitized layer.
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Laser photothermoacoustic (FTA) formation of CdTe-based sensor structures with high energy resolution of gamma radiation is one of 
the actual tasks of radiation monitoring systems [1]. In this regard, there is an interest in finding new solutions for optical fields, through 
which one can realize controlled laser irradiation of semiconductor sensor structures.

Theoretical model

Along with Bessel light beams, narrowly directed Kummer – Gaussian circular laser beams [2] seem to be quite effective, the amplitude 
of which with an accuracy of a constant can be represented as [3]

where the Gaussian G (R, Z) is

is confluent  hypergeometric function, often referred to as the Kummer function,

QB = Z – Q0

is dimensionless complex parameter of the light beam; Q0=iQ0
'' is complex value; P = Z  P0;X = x / x0; Y = y / y0; Z = z / z0; 

  is dimensionless radius;

z0=(k'x0
2) ⁄ 2, x0 is characteristic linear transverse beam size. The factor exp(kz - ωt) in expression (1) is omitted. The character-

istics of these beams when describing them in a cylindrical coordinate system are functions of the variables R, z, φ and four free 
parameters: m, ν, P0, Q0. Based on relation (1) for Kummer-Gaussian circular beams, it is easy to find the energy dissipation rate

of Gaussian-like 3D light beams in the selected coordinate system.

The power density of heat sources will be taken into account on the right side of the heat equation [4]

where f(Ω) is the pulse modulation function. As a result of solving this equation, one can determine the temperature field distribution 
in the semiconductor structure under study.
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The dependence of the spatial intensity distribution of Kummer-Gaussian light beams on the X coordinate at m = 0 is graphically 
illustrated in the figures, an analysis of which clearly shows that by varying the parameters P, Q, ν, m you can achieve a uniform 
illumination of the semiconductor sensory structure under irradiation with a light pulse. In this case, the barodiffusion mechanism 
for introducing indium impurity In into the CdTe can be implemented as efficiently as possible. The formation of the required profile 
of Kummer-Gaussian beams is achieved using binary diffractive optical elements, as in [5].

In an experimental study of the impact on the semiconductor İn / CdTe structure of Gaussian-like pulses of nanosecond duration, 
p-CdTe (111) crystals with an end surface area of 5×5 mm2 and a thickness of 0.5 mm, characterized by a specific resistance  
(2 ÷ 4)•109 Ohm∙cm. Inn film with a thickness of 400 nm was deposited by thermal spraying in vacuum at a pressure 10–5 atm. The 
sample was irradiated with second-harmonic laser pulses from the YAG:Nd laser (λ = 532 nm, τimp = 7 ns) in air and in a cell with dis-
tilled water. The diameter of the irradiated zone was equal to 1 mm, and the distribution of energy over the area was fairly uniform.

Conclusions

Thus, it has been established that, when irradiated in water of a semiconductor Іn / CdTe structure with Gaussian-like laser pulses 
(τ = 7 ns), the pressure in the energy release region is significantly higher than when irradiated with air. Before reaching the melt-
ing threshold of indium, when the photothermoacoustic effect takes place, the pressure values at the location of the sample in the 
indicated media differ by 17 times. It has also been shown that using hypergeometric light beams (Kummer-Gaussian beams), one 
can effectively control photothermoacoustic conversion of laser pulses in semiconductor structures used to create highly sensitive 
ionizing radiation detectors.
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Bessel light beams (BLB) are used and widely used in laser photoacoustic methods to diagnose the structure of various samples as 
a source of sound excitation [1–4]. In particular, the use of Bessel light beams in optical-acoustic microscopy makes it possible to 
effectively increase the focal depth of the resulting photoacoustic image in comparison with a conventional Gaussian light beam. 
The use of different types of BLB polarization modes is explained by the fact that BLBs have a number of unique properties, for 
example, non-diffraction of propagation in space. This paper is devoted to the construction of a model of photoacoustic conversion 
of BLB modes in a layer of chiral and achiral carbon nanotubes for the case of piezoelectric recording of the resultant signal.

Dissipation of energy of Bessel light beams in chiral and achiral carbon nanotubes

The effect of a Bessel light beam on the absorbing layer of chiral nanotubes leads to a periodic change in the temperature field, which 
can be described by the equation of thermal conductivity

where βs = kS / ρ0 • C is effective coefficient of thermal diffusivity, kS is coefficient of thermal conductivity, ρ0 is density of a layer of 
carbon nanotubes, C is specific heat of a layer of CNTs, Ω is modulation frequency.

Thus, in cylindrical coordinates, the energy dissipation TE-mode of Bessel light beams (BLB) in the layer of absorbing carbon chiral 
nanotubes can be represented as follows

where α = 2kzz, |σcn| = 2π•|σzz|/λ is conductivity of the CNT layer.

The Resulting Photoacoustic Signal

The simultaneous solution of the heat equation and the equations for thermoelastic deformations in the sample and piezoelectric 
transducer l1 allows us to find an expression for the photoacoustic signal. Under conditions where the boundaries of the "sam-
ple-piezoelectric detector" system are fixed (U(0) = 0, U(l + l1) = 0) or alternately loaded (σ(0) = 0, U(l + l1) = 0; σ(l + l1) = 0 U(0) 
= 0), other expressions for the potential difference are obtained. However, even in these particular situations, the main regularities 
of the photoacoustic transformation of the TE-mode of the BLB in magnetically low-dimensional structures correspond to those 
revealed on the basis of the model of free boundaries.

Using expression for the idling voltage, it is possible to determine the amplitudes of photoacoustic signals for the system "sam-
ple-piezoelectric transducer" with alternately loaded boundaries.

As a result of the graphical analysis of expressions of photoacoustic signal, a resonant increase in the amplitude was detected. It 
should be noted that the amplitude and position of the resonant peaks depend on the type of the boundary conditions imposed on the 
"sample-piezoelectric converter" system. At the same time, the tendency is generally to decrease the amplitudes of the resonance 
coordinates, as well as to identify and eliminate inconsistencies.

It can also be seen from the figures that an increase in the cone angle of a BLB affects the frequency of the appearance of resonant 
peaks as a function of the radial coordinate ρ. 
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The amplitude of the photoacoustic signal is determined in a rather complicated manner and depends on many parameters of the 
"sample-piezoelectric converter" system. In addition, the magnitude of the resulting signal is significantly affected by the modulat-
ing action of Bessel light beams (Fig. 1)

Fig. 1. Dependence of the amplitude of the photoacoustic signal UTE on the radial coordinate when receiving the modulation frequency Ω: a – the 
dependence under the boundary conditions(σ(l) = σp(l ),U(l) = Up(l), σ(0) = 0, Up(l1) = 0)σ; b – dependence under the boundary conditions (σ(l) 
= σp(l ),U(l) = Up(l),σp(l1) =0, U(0) = 0)

Thus, the model of photoacoustic transformation in the layer of chiral and achiral carbon nanotubes irradiated by the TE-mode of a 
Bessel light beam is constructed.
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The study of the physical properties of organic films on the water surface is an urgent problem related to the development of methods 
for the ecological monitoring of the oceans and inland waters. Even in the laboratory, the determination of films characteristics is a 
complicated task, while the use of existing laboratory methods in the full-scale experiments is not yet possible. In this regard, the 
most important task is to develop new methods for the operational study of the characteristics of films on the water surface. One of 
these methods can be a new opto-acoustic method, not previously described in the literature, which consists in generating of sound 
at frequencies of several kHz when the near-surface water layer with surfactant film is illuminated by intensive IR radiation. The 
physical mechanism of sound generation is due to self-oscillations of a small near-surface water volume associated with periodic 
film ruptures when it is illuminating by continuous radiation.

This paper presents the results of the first laboratory experiments aimed to the studying the sound characteristics due to film sub-
stance, its thickness and radiation intensity. The surface film was created onto the surface of distilled water pre-poured into a small 
round cuvette by calibrated pipette. The film thickness was changed by dosed addition of specified substance volumes. Several types 
of oil, diesel, motor oil, oleic acid and vegetable oils were used as the test samples. Illuminating was performed using 10.5 μm 40 W 
CO2 CloudRay laser. It was located at a distance of 100 mm above the water surface. Sound recording was carried out in digital form 
using microphones. Visual recording of the processes of film deformation and heating during interacting with intensity IR radiation 
was carried out using a webcam and a high-speed thermal camera.

In result, it was found that when there was a film on the water surface, sound signals were recorded at frequencies of several kHz 
with varying intensity and periodicity. Moreover, in the case of an oil film, the generation of sound at a frequency of about 5 kHz 
was the most intense. The effect was weaker for thinner films of oleic acid, but nevertheless it was also recorded with confidence. 
In the absence of a film, sound excitation was absent. The obtained results will serve as a basis for the practical implementation of a 
new optic-acoustic method for the remote sensing of films of different nature in real marine conditions, promoting the development 
of new systems for operational environmental monitoring of the ocean and inland water.
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As is well known, the dynamic component of temperature is required to describe the photoacoustic signal of semiconductors [1,2]. 
However, the steady-state temperature component is also relevant for the proper interpretation of the photoacoustic response in 
presence of the photogenerated excess carrier density [2,3]. In this work, a short summary of the preliminary results for this latter 
temperature component is presented and analyzed aiming at assessing the impact of the photogenerated excess carriers. 

Let us consider a semitransparent n-type silicon plate of thickness l = 1000 µm and absorption coefficient β, whose front surface   
x=0 is uniformly illuminated by a modulated laser beam of the intensity I0=10 W/m2 . When the energy (ε=hv ≥ εg ) of a laser beam 
is equal to or greater than the band gap (εg) of the n-type semiconductor, the absorbed photons generate excess carriers. Based on the 
previous works [1,2], the steady-state excess carrier density δnst

p is given by:

where  is the excess carrier (holes) diffusion length characterized by their diffusion coefficient Dp and lifetime τ. The 
solution of Eq. (1) is determined by the following boundary conditions

Here s1 and s2 are the surface recombination speeds at sample front (x = 0) and back (x = l) surfaces, respectively. On the other hand, 
the steady-state temperature component Tst(x)  (ambient temperature is omitted) has the form [3]:

where k is the sample thermal conductivity and heat sources are given by

The boundary conditions on the front (x=0) and back  (x=l) sample surfaces for solving Eq. (3) are given by:

The preliminary results for δnst
p and Tst(x)  are shown in Figure 1, as functions of the position x inside a Si plate of thickness l = 1000 µm.
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Figure 1. Steady-state component of the a) photogenerated excess carrier density and b) temperature as functions of the position inside a Si plate 
of thickness l = 1000µm.
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Electromagnetic momentum carried by light can be measured by employing the mechanical effects radiation pressure exerts on 
illuminated objects. Momentum transfer from electromagnetic field to matter launches elastic waves within solid objects [1,2]. This 
transfer is caused by a string of electrodynamic and elastodynamic phenomena, collectively bound by momentum and energy con-
tinuity. The details of this conversion, as predicted by different theories, have yet to be validated by experiments, as it is difficult to 
distinguish transients driven by different light-induced mechanisms [1–5].

We used an experimental configuration in which a dielectric mirror was illuminated by short laser pulses from air. Laser pulse re-
flections generated transient elastic waves which were detected by a piezoelectric sensor as transient ripples on both surfaces of the 
mirror (Figure 1). These picometer-sized, out-of-plane displacements were measured with sufficient spatial (1 mm lateral and 40 fm 
vertical) and temporal (0.2 μs) resolutions to visualize the elastic wave propagation. We used ab initio modelling of the momentum 
and energy deposition from the electromagnetic field to the dielectric mirror [1,4] and of the subsequent creation and propagation of 
multicomponent elastic waves [1,3,5] to determine the generation mechanisms of the measured waveforms. Complete consistency 
between our predictions and the absolute measurements of surface displacements offers compelling evidence that the elastic tran-
sients were driven predominantly by the momentum of light transferred by radiation pressure, since the thermoelastic component 
was minimized to within the measurement uncertainty of the experiment. This work provides a method to quantitatively measure 
the momentum coupling between electromagnetic field and matter. It can be applied to characterize materials, to further advance 
optical manipulation technology of deformable matter, and to provide the means to empirically validate differing electrodynamic 
formalisms, commonly known as the Abraham–Minkowski controversy [1,4].

Fig. 1. Perspective view of the experimental setup used for the detection of elastic waves driven by the momentum of light with the sensor deployed 
on the highly reflective impact surface (right) and on the uncoated opposite surface (left). The laser pulse (indigo) from the Nd:YAG laser impinges 
on the highly reflective surface (green top layer) of the cylindrical sample (grey) to which the sensor head (gold) is coupled. The radiation pressure 
launches elastic waves which propagate from the source and carry the momentum and energy transferred from the laser pulse. For visualization 
purposes, the calculated out-of-plane displacements at 1.96 μs after the initial pulse reflection are presented as exaggerated ripples on the surface, 
while the instantaneous z-velocity field of the bulk waves is colour-coded in the cutout of the sample [1].
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During modulated incident high laser optical powers the nonlinear photoacoustic phenomena take place in laser irradiated solids. 
The theory of nonlinear photoacoustic (PA) response of solids developed earlier [1] assumed that that irradiated sample is optically 
homogeneous, i.e. its optical absorption coefficient β = constant. Usually nonlinear PA response consists of the set of harmonics, 
where the main ones are the fundamental and second harmonics. It is known that in photoacoustic (PA) cell experiments the sub-
stantial heating of the sample and the PA cell causes an inhomogeneous temperature field distribution. On the other hand, elevated 
laser-induced temperature modulations cause optical and thermophysical parameters of the sample to become temperature-depen-
dent [2], i.e. the sample becomes optically inhomogeneous.  The goal of the present report is to formulate theory of nonlinear PA 
response in optically inhomogeneous isotropic solids. The nonlinear PA signal is due to temperature dependence of thermodynamic 
and optical parameters of the sample, as well as thermal parameters of the buffer gas and the substrate. We assume that sample’s 
optical absorption coefficient has spatio-temporal dependence β (t, x) = β (T (t, x)) . Therefore, the constitutive equations describing 
nonlinear heat conduction for all three layers of the PA cell, i.e. gas buffer layer, sample and substrate are as follows:

where Cpi (Ti ) is heat capacity per unit volume and  Kpi (Ti ) -thermal conductivity of the respective layers, A (T)  - emissivity    of 
sample. Temperature-dependent Cpi (T), ki (T ), A(T ) and β (T) values are presented in the form: 

are thermal coefficients of the these parameters. In our case, the last terms in the equation (2) play a crucial role, namely the 
function , which after expression substitution  takes the form . Since the 
second term in the exponent is much less than unity, we expand this function in a series by this small parameter and we will have 

  Given this circumstance, equation (2) takes the following form:

     

In equations (1), (2) and (4) the temperature modulation Ti'(t,x) is the sum of the equilibrium T0i(x) and oscillatory temperature  
Фi (t,x) parts. Фi (t,x) values are presented as the superposition of the linear ФLi (t,x) and nonlinear ФNi (t,x) components, where  
Ф1N (t,x) and  Ф2N (t,x) the same fluctuations on the fundamental and second harmonics. This allowed us to get a following system of   
coupled equations for Ф2N (t,x)  and boundary conditions:
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where . The system of equations (5)-(7) together with boundary conditions (8), (9) allowed 
us to obtain the required expression for Ф2ng (t,x), and then the oscillatory pressure in buffer gas layer on the second harmonics 
δp2(2ɷ). The analysis of δp2(2ɷ) and Tst(x)   expressions for limiting cases has been performed.
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Laser ultrasound (LU) has attracted increasing attention on testing the internal defects because of its ability to generate broadband 
high-frequency ultrasonic waves and its non-contact, nondestructive feature. LU technique can use ‘pulse-echo’[1], ‘transmitted 
wave’[2] and ‘time of flight diffraction (TOFD)’[3] methods for the inspection of internal defects in thick materials. According to 
the changes of the bulk wave’s amplitude, the internal defects can be determined. However, in the LU scanning test process, if the 
material has high scattered property or rough surface, the signal-noise-ratio (SNR) of the detected ultrasonic signals will decrease 
and lead to the fluctuation of the signal amplitude. Then the testing accuracy for the internal defects will decrease, especially to the 
sub-millimeter defects. In this work, in order to improve the accuracy and stability of the LU in the scanning process, we present a 
time delay method, which is based on the transmitted delay time of the longitudinal wave signal to test the internal small defects in 
aluminum alloy.  

Theory and Methods

The interacting process of the longitudinal wave propagating through the internal defect hole was studied by the theory and finite 
element method (FEM). In order to improve the excitation efficiency of the laser generated longitudinal wave, a thin transparent 
glass film was added on the sample surface. As shown in Fig.1(a), when the laser generated longitudinal wave encounters the inter-
nal defect, it cannot only be reflected but also be partly converted into creeping waves (green dash line) on the cavity surface. The 
creeping wave[4-6] will propagate around the surface of the defect, and it becomes attenuated by leaking energy into the surround-
ing material. The leaking energy will convert into bulk wave and reradiate along the tangent direction of the defect surface. After 
interacting with the cavity, the transmitted longitudinal wave will couple with the reflected longitudinal wave and the reradiated 
longitudinal wave, then forms a new transmitted wavefront. Compared with the wavefront without interacting with the cavity, a 
small time delay (Δt) can be found in the center region of the transmitted wavefront, as shown in Fig.1(a). According to Fig.1(b), the 
delay time Δt of the transmitted wave after interacting with the cavity can be expressed as

Where cl and clp are the velocity of the longitudinal wave and the creeping wave, respectively. The delay time has a quantitative 
relationship with the cavity size, which is our study point.

Fig.1. (a)The schematic of laser generated longitudinal wave scattering from a cavity and (b) the wave's propagation path
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Results

As shown in Fig.2, the quantified relationship between the time delay and the defect radius was determined by theory and FEM. 
These results are in good agreement, which demonstrates that the size of the defect can be evaluated by using the time delay.

Fig.2. (a) the FEM results with different defect radius and (b) the quantified relationship between the time delay and defect.

Conclusions

In this paper, according to the velocity of the creeping wave and the wavefront distribution of the transmitted and reradiated longi-
tudinal waves, the quantified relationship between the time delay and the defect diameter is determined by theory and FEM, respec-
tively. The results demonstrate that the LU time delay method is a promising approach for evaluating the internal defect accurately 
and stably in the scanning process.
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The photoacoustic piezoelectric (PAPE) technique has proved to be an effective method for nondestructive evaluation of thermal 
properties of a wide range of materials [1-3]. PAPE uses an intensity-modulated cw laser to excite samples and generate thermal 
waves; the consequent periodic thermoelastic strains are detected by a piezoelectric transducer attached to the sample; a lock-in 
amplifier demodulates the signals and outputs PAPE amplitudes and phases. By virtue of the fact that the thermal-wave penetration 
depth is controlled by both the sample thermal diffusivity and the laser modulation frequency, the frequency-scan mode is usually 
employed to quantitatively determine thermal properties of samples under investigation, as well as to investigate the depth profiles 
of inhomogeneous material properties, such as nondestructive testing and imaging of samples with surface/subsurface defects [4,5]. 
In this work we present a further study of the behaviors of PAPE signals of metals with artificial subsurface defects.

Fig. 1. PAPE line- and frequency-scan data of an aluminum sample with a 0.5-mm deep artificial hole, located at the 2-mm position indicated 
in the figures. (a & c) PAPE amplitudes and phases as functions of position and laser modulation frequency; (b & d) PAPE amplitude and phase 
dependences on the line-scan position at three selected frequencies featuring different behaviors. 

Fig. 2. PAPE amplitude and phase images of the aluminum sample at three modulation frequencies.
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Samples under investigation were aluminum, steel, and tin, with artificial subsurface defects sized from 50 to 500 µm. Results show 
that these defects can be clearly distinguished from the line-scan data shown in Fig. 1, and from the images shown in Fig. 2, as long 
as the modulation frequency is optimized. From Fig. 1 one can see that the line dependences of amplitude and phase exhibit quite 
different behaviors at different frequencies: in the region outside the subsurface defect, both amplitude and phase have a monotoni-
cally decreasing dependences on frequency; in the area near / right above the defect, amplitude shows a peak at 1194 Hz, which 
cannot be predicted by classical PAPE models [1,6,7], while the behavior of phase is even more complicated. A theoretical model 
taking into account the spatial non-uniformity of sample properties will be presented in order to semi-quantitatively interpret the 
behavior of PAPE phase-frequency dependences with the existence of subsurface defects.
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The photoacoustic piezoelectric (PAPE) technique has proved to be an effective method for nondestructive evaluation of thermal 
properties of a wide range of materials [1-3]. PAPE uses an intensity-modulated cw laser to excite samples and generate thermal 
waves; the consequent periodic thermoelastic strains are detected by a piezoelectric transducer attached to the sample; a lock-in 
amplifier demodulates the signals and outputs PAPE amplitudes and phases. By virtue of the fact that the thermal-wave pene-
tration depth is controlled by both the sample thermal diffusivity and the laser modulation frequency, the frequency-scan mode 
is usually employed to quantitatively determine thermal properties of samples under investigation, as well as to investigate the 
depth profiles of inhomogeneous material properties, such as nondestructive testing and imaging of samples with surface/subsur-
face defects [4,5]. In this work we present a further study of the behaviors of PAPE signals of metals with artificial subsurface 
defects.

Fig. 1. PAPE line- and frequency-scan data of an aluminum sample with a 0.5-mm deep artificial hole, located at the 2-mm position indicated 
in the figures. (a & c) PAPE amplitudes and phases as functions of position and laser modulation frequency; (b & d) PAPE amplitude and phase 
dependences on the line-scan position at three selected frequencies featuring different behaviors. 

Samples under investigation were aluminum, steel, and tin, with artificial subsurface defects sized from 50 to 500 µm. Results 
show that these defects can be clearly distinguished from the line-scan data shown in Fig. 1, and from the images shown in Fig. 
2, as long as the modulation frequency is optimized. From Fig. 1 one can see that the line dependences of amplitude and phase 
exhibit quite different behaviors at different frequencies: in the region outside the subsurface defect, both amplitude and phase 
have a monotonically decreasing dependences on frequency; in the area near / right above the defect, amplitude shows a peak at 
1194 Hz, which cannot be predicted by classical PAPE models [1,6,7], while the behavior of phase is even more complicated. A 
theoretical model taking into account the spatial non-uniformity of sample properties will be presented in order to semi-quanti-
tatively interpret the behavior of PAPE phase-frequency dependences with the existence of subsurface defects.
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Fig. 2. PAPE amplitude and phase images of the aluminum sample at three modulation frequencies.
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A solution to the dynamic problem of the thermoelasticity for the stresses caused by heat impact was obtained by V. I. Danilovskaya 
[1]. The time forms of stress pulses described by these solutions are a bipolar compression-tension pulse commensurate with values 
of amplitude for the durations whose order of magnitude is the same as that of radiation pulse. The subsequent investigations of the 
dynamic thermoelasticity problem has not made fundamental changes in the solution determining the parameters of thermoelastic 
stresses [2].

In dielectrics, the induced heat source is practically localized in the radiation absorption region, and the thermoelastic effect is 
well described in the framework of the above-mentioned models of the dynamic thermoelasticity problem (Fig.1a). However, 
in some experimental works devoted to studying the pulsed laser impact on solids [3, 4], that where is a significant difference 
between the parameters of thermoelastic stressed in dielectrics and metals. In metals, as it turned out, the stage of heat transfer 
after the end of the irradiation pulse is of fundamental importance to the formation of thermoelastic stresses happen (Fig.1b).

Fig.1Elastic pulses excited in dielectrics-a, metals-b under the action of Nd:YAG laser pulse

The two-stage analysis of the thermoelasticity and thermoelectric effect in metals are suggested. The first stage is the action of the 
irradiation pulse. The second is the action of the" thermal piston,” which is the process of heat transfer. This approach allowed us 
to show the determining effect of the electronic mechanism of heat transfer on the fundamental difference of thermal stress pulses 
in metals. The consequence of this is demonstrated in [4] the possibility of moving metal objects in the direction of the heating 
source under the action of the electron recoil pulse [4].

It is shown that at the stage of heat transfer (at t>τ_L) solutions for both the mass velocity of particles and the electric current are 
similar and proportional to the integral of the temperature gradient. 

Fig.2 Pulse Nd:YAG laser (red curve) and the elastic impulses in specimens of copper M1; pulse Nd:YAG laser (red curve)) and the electrical 
response of the samples медиМ1 - b
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For Fig.2a, b the results of measurements of thermoelastic and thermoelectric effect in copper samples in the delivery state (1) 
and samples after severe plastic deformation (2) with a grain size of 0.7-0.8 microns are presented.

A two-stage approach for the analysis of thermoelastic and thermoelectric processes in metals under pulsed laser action allowed 
to obtain an adequate description of the thermoelastic and thermoelectric effect in metals. It is shown that the nature of the heat 
transfer process in metals significantly determines the parameters of both thermoelastic and thermoelectric responses of metals 
to pulsed laser action. At the same time, it is noted that the parameters of the thermoelastic and thermoelectric response of metals 
are very significantly dependent on the microstructure, which shows the possibility of developing a highly effective method of 
non-destructive testing of metals.
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Acoustical pressure response in target absorbing nanosecond laser pulses with modulated intensity contains also information about 
irradiated zone displacement as it is demonstrated in [1] for the case of absorbing dielectric liquids and harmonically modulated 
laser pulses due to mode beating. This information can be inferred from the time delay between laser and acoustic modulated parts 
which arises due to acoustic Doppler effect.

However for metals such harmonic intensity modulation procedure is less appropriate than pulsed modulation with the help of 
mode locking process. In the case of pulsed modulation generated pressure signal is mainly due to photoacoustic mechanism while 
harmonic modulation gives rise to interference between photoacoustic and vaporization mechanisms which affects the procedure of 
displacement determination using the form of generated pressure pulses [2, 3].

Maxima of acoustic modulation pulses localization tai in time depend on the distance between irradiated surface and acoustic trans-
ducer and differs from the intensity modulation pulses tli. The difference tai – tli = τi is positive (or negative) in the case of irradiated 
surface displacement d(tai) = di from (or towards) the transducer.

Fig. 1. (a) Behavior of modulated laser and acoustic signals, along with the changes in the delay τi and smooth acoustic-signal components: (curve 
1) time delays τi of the peaks of laser pulses relative to the linear time scale; (2) trains of laser pulses normalized to unity in maximum; (3) time 
delays τi of the peaks of acoustic pulses with respect to optical ones; (4, 5) trains of acoustic pulses without a slow component and their slow 
component, respectively; (6, 7) envelopes of acoustic-pulse train matched in amplitudes at t > 300 ns. Incident laser train fluence is 2 J/cm2 with 
pulse duration ≈60 ps. (b) Dependences of the train averaged acoustic delay τ0 on the train number N = 1−9 (curve 1) without and (curve 2) with 
an additional heating pulse between two neighboring trains. Incident additional laser fluence is 7 J/cm2 with pulse duration ≈70 ns.

First experiments [4, 5] show rather large displacement di > 0 which can not be explained as simple heat expansion of the irradiated 
metal [5]. This fact is probably due to sound velocity c diminishment in the heat affected region adjacent to the irradiated metal 
surface while the resulting total surface displacement d0 = cτ0 after the irradiation pulse is negligible because ablation effect at the 
considered laser fluences is small.

The fact of negligible ablation can be seen from fig. 1b (curve 1) where the train averaged acoustic delay τ0 without additional heat-
ing pulse does not depends on the subsequent train number. In the presence of additional laser pulse between the neighbor trains τ0 
diminishes almost linearly with respect to train numbers (curve 2) at the rate ∆τ0 = 180 ps (∆d0 = 0.4 μm) for each additional heating 
pulse which is consistent with the absorbing heating pulse fluence 2.5 J/cm2.

It should be mentioned that sound velocity temperature dependence does not affect the procedure of displacement d(t) determination 
in the case of steady-state ablation regime where the temperature distribution ahead of vaporization front does not changes in time 
in moving reference frame [6]. Short acoustic pulses propagation in the target as well as plasma formation effects on the considered 
acoustical monitoring of laser ablation needs further investigations.
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Non-invasive methods for monitoring of hardening and setting process in constructive materials have been a subject of broad inter-
est for its impact in the development, conservation and reconstruction of physical infrastructure [1]. Photothermal radiometry has 
shown to have the sensitivity to analyze, and at real time, in a non-destructive and non-invasive mode the dehydration and polymer-
ization as well as water evaporation process in various systems [2-3]. In this paper photothermal radiometry and thermography are 
used to monitor the curing, of a variety of constructive materials. The technique consists in directing a modulated light beam onto 
the sample and monitoring the resulting temperature profiles on the surface of the sample. It is shown that the time evolution of the 
setting of the constructive materials can be followed by the changes in the photothermal and thermographic signals, occurring in a 
wide range of time scales [4]. Our measurements are complemented by mechanical tests of the obtained pieces. 
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A method to measure the width (L) of the vertical interface between two different materials using lock-in infrared thermography with 
laser spot heating is proposed. The thermal contact resistance (Rth ) is obtained and from this value we calculate the width consider-
ing the direct relation between these parameters as (Rth )=L/K, where K is the thermal conductivity of the material of the interface, 
air in this case. An analytical expression that represents the temperature on the surface of the two media when one of them (medium 
1) is illuminated by a modulated and focused laser spot is presented. In order to check the validity of the technique, a setup was built 
to measure the calibrated thermal resistance between the illuminated medium 1 and a second medium 2 that is either a better or a 
worse conductor. The width of the vertical interface was measured by fitting of the experimental temperature profiles perpendicular 
to the interface, through the center of the laser spot to the analytical expression. The nominal and retrieved values of the width are 
in good agreement confirming the validity of the model and method.
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Fiber Metal Laminates (FMLs) have excellent fatigue damage tolerance, impact resistance and easy processing, and are widely used 
in the aviation industry. During the preparation and service of FMLs and its components, defects such as overall cracking, uneven 
curing or even breaking of fibers, and debonding of fibers and matrix are prone to occur. These defects and damages will have a 
direct impact on the quality, performance and service life of FMLs, and even pose a serious threat to the operational safety and reli-
ability of aircraft and spacecraft using this material. A linear frequency modulation excitation method for detecting debonding defect 
of fibre metal laminates was established. Halogen lamp was used as thermal excitation source. Infrared camera was responsible for 
collecting infrared images of FMLs. Pulse phase method (PPT) was used to extract the relationship between temperature of each 
pixel in infrared thermal image and time. Fourier transform was used to obtain the amplitude spectrum and phase spectrum. Ampli-
tude spectrum was selected in the amplitude spectrum. The simulation experiments were carried out to analyze the influence of light 
source power, initial frequency and termination frequency in linear frequency modulation on the detection results of different defect 
diameters and defect depths. The conclusions are as follows: with the increase of initial frequency, the contrast between defect and 
defect-free parts is also increasing; with the increase of termination frequency and heating power, the defect detection effect is better; 
with the increase of defect size, defects with smaller defect diameter and shallower defect depth can be detected; Chirp modulation 
is beneficial to defect detection of FMLs.
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Titanium-aluminium alloy has been developed rapidly with its excellent properties such as high temperature resistance, corrosion 
resistance and light material. It has been widely used in aerospace, biomedical and other fields. Compared with common titani-
um-aluminium alloy materials, titanium-aluminium alloy laminates overcome the shortcomings of traditional aluminum alloys 
and titanium alloys, and have excellent comprehensive properties, such as better yield resistance, oxidation resistance and flame 
retardancy, which meet the material performance requirements of large aircraft. The interface between aluminium alloy laminates 
and pure titanium laminates is pasted by colloids. It is easy to cause colloidal solidification of the interface between the aluminum 
alloy laminates and pure titanium laminates under the harsh environment of high temperature and high pressure for a long time, thus 
causing debonding defects and affecting the performance of the laminates. Therefore, timely detection is needed. Infrared thermal 
wave nondestructive testing technology has been widely concerned by domestic scholars and experts in recent years because of 
its fast detection speed, large detection area and high detection accuracy. Infrared thermal wave nondestructive testing technology 
includes pulse thermal imaging method, Phase-locked thermography and ultrasonic thermal imaging method. Pulse thermography 
is the most mature method with low cost, simple junction and high detection efficiency. In this study, finite element method is used 
to discuss the influence of different defect diameter, defect depth and heat flow power on the measurement results, and the following 
conclusions are drawn: the larger the defect diameter is, the more obvious the detection results are; the deeper the defect depth is, 
the easier the defect location is detected; the greater the heat flow power is, the better the detection effect is. The research results can 
provide theoretical guidance for nondestructive testing of titanium-aluminium alloy and other metal laminates.
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As the integration density and speed of semiconductor devices has increased, heat generated under operation of devices has 
become an important factor in degrading device performance and shortening the device lifetime. Especially, in the structure of 
TSV(Through-Silicon-Via)-based three-dimensional semiconductor packaging for increasing the degree of integration of semi-
conductor circuits, heat generation is an inevitable problem. In order to solve the heating problem of a semiconductor devices, 
it is first necessary to measure where and how much heat is generated and how it is distributed in the device.  Therefore, there 
is a growing need for a thermal imaging microscope that measures and images the temperature distribution of a devices on a 
microscale. 

Several thermal imaging microscope techniques, such as scanning thermal microscopy, micro-Raman thermography, and infra-
red micro-thermography, have been developed to investigate thermal properties in micro- and nano-scale devices. In particular, 
thermo-reflectance microscopy (TRM) is an optical imaging technique that provides a two-dimensional thermal image of sample 
with high spatial and thermal resolution. 

Thermo-reflectance microscopy is based on measurement of the relative change in the reflectivity of a sample (device) surface 
as a function of change in temperature. As the temperature of the sample changes, the refractive index, and therefore the reflec-
tivity, varies. In this presentation, we report on a confocal thermo-reflectance microscope system that can provide sub-surface 
thermal image of semiconductor devices through the substrate [1]. Figure 1 (a) shows a schematic of the laser scanning confocal 
thermo-reflectance microscope. Figure 1 (b) represents the design of a micro-heater that was used as the test device, and also 
shows the illumination directions for the topside and backside measurements. Figure 2 shows the backside reflection and ther-
mo-reflectance images obtained by the wide-field and confocal TRM systems using a 100× objective lens (NA 0.5). The image 
contrast in the wide-field backside image shown in Figure 2(a) was decreased by ~35 % from that of the backside measurement 
using the 50× objective lens. However, the confocal backside imaging with an optimized pinhole (50 µm diameter), i.e., the 
optical sectioning capability, was much more robust in the presence of strong reflections, as shown in Figures 2(b) and 2(d). As 
a result, the confocal backside thermo-reflectance measurement was found to exhibit a ~23 times improvement in the thermal 
sensitivity over that of the wide-field systems, from the ratio between the variations ΔR/R shown in Figures 2(c) and 2(d). There-
fore, we believe that the developed confocal TRM system is particularly valuable for investigating the thermal characteristics of 
micro-electronic devices.

Fig. 1. (a) Schematics of laser scanning confocal thermo-reflectance microscope (b) Polycrystalline silicon micro-resistor on a SiO2 layer/silicon 
substrate and the illumination direction for topside and backside measurements.
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Fig. 2. Through the substrate reflection (top) and thermo-reflectance (bottom) images of the poly-Si micro-resistor obtained by (a, c) wide-field 
and (b, d) confocal TRM systems with a 100× objective lens (NA 0.5), respectively. The numbers inside (c, d) indicate the ΔR/R value of the 
micro-resistor.
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In thin film deposition, some specific techniques allow producing anisotropic structures. The GLancing Angle Deposition (GLAD) 
approach is among the most attractive ways to produce original surface morphologies, especially for designing anisotropic archi-
tectures [1]. The technique consists of depositing thin films using oblique incidence of the sputtered particles flux and on a fixed 
or mobile substrate. This leads to the creation of thin films presenting a columnar architecture with different angles to the normal.

A femtosecond heterodyne pump probe setup [2] is used for the acoustic characterization of the GLAD films. This technique allows 
the visualization of surface acoustic waves and the calculation of their dispersions. The elastic waves are generated by the absorption 
of the first laser (pump). The second laser (probe) measures the reflectivity variations of the sample’s surface, which are linked to the 
temperature and acoustic changes. Thanks to a lens mounted on a 2D translation stage, the pump-probe distance can also be scanned. 

Two kinds of metallic films (W, Au) are deposited by GLAD sputtering using a constant inclination angle of 80°. The choice of these 
metals is motivated by their propensity to create morphological columnar features, which is connected to their film growth process. 
Scanning electron microscopy (SEM) are used to view the surface and the structural morphologies of the films. It is shown that W 
GLAD growth gives rise to asymmetric columns with elliptical sections linked by void regions that is especially favored by the 
atomic shadowing effect occurring during the growth of the inclined columns. Such architecture leads to important anisotropic be-
haviors for the group velocities of the pseudo-Rayleigh waves (fig.1). Au GLAD films produce a rather circular and more symmetric 
columnar growth with an isotropic propagation [3]. 

Fig. 1. Dispersion curves for x (a) and y (b) directions obtained from the variation of relative reflectivity versus spatial and time frequencies, com-
pared with FEM simulation for W GLAD.

Numerical simulations of the surface acoustic wave propagation are performed with the finite element method. It is proved that 
acoustic anisotropy is related to the structural anisotropy of the film’s architecture.

A systematic change of the W films thickness allows tuning the morphology of the columnar microstructure: from nearly circular 
shape to elongated as the thickness increases. The same phenomenon is noticed with a change of the argon sputtering pressure from 
15×10-3 up to 2.5×10-3 mbar. This leads to tunable column angles and more interestingly significant changes of the columnar micro-
structure. Here again, some anisotropic behaviors are investigated and discussed.
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Coatings are widely applied for protecting underlying materials from corrosion and high temperature damages. The thickness is a 
very important parameter that needs to be well controlled to insure the optimal performance of the coatings. A number of efforts have 
been made for coating thickness measurement [1-3]. However, it remains a challenge to develop a safe, simple and effective method 
for coating thickness measurement in a non-nondestructive way.

This presentation describes a new technique based on laser scanning thermography for coating thickness measurement. Traditional 
thermographic thickness measurement involves taking the temperature decay curve after a pulsed heating. In order to obtain enough 
data points, it usually requires a high frame rate thermal camera. This is very expensive and for very thin coating layers, it may even 
be impossible. In this new technology, it utilizes a high power linear laser beam to scan the coating surface and captures the image 
with an IR camera. The laser beam scans across the sample surface at a speed of v.  Along the scanning direction, there is a time 
delay dt in laser heating across a distance dl. Where, 

(dt=dl) ⁄ v 
In other words, in the IR image, along the scanning direction, different pixels represent data points on the decay curve with different 
timing. In this setup, a lower frame rate IR camera can be used for very thin coating thickness measurement.     

A 2D model was established to describe the characteristics of the sample temperature distribution under linear laser scanning. The 
temperature field expression for limited thickness sample was derived by using the method of mirror images, as following:

Where, α is the thermal diffusion coefficient, R is the laser beam width, ρ0 is the density of the coatings, ρ0 is the laser power and d 
is the coating thickness.

A set of specimens with different coating thickness were fabricated. Experiments were carried out by a laser scanning thermographic 
system. Figure 1(a) shows the IR image with different coating thickness. Figure 1(b) shows the thermal signals along the direction 
of the laser scanning.

Fig. 1. Laser scanning thermal image of coating specimen with different coating thickness.
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The stability and reliability of the system are verified and the results indicate that in the range of 50-300 um coating thickness, the 
accuracy is within 5%.
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The determination of acoustic properties under pressure is a powerful method to treat fundamental problems in physics of solid 
and liquid states since (i) pressure is one of the most useful thermodynamical parameters to tune physical properties and (ii) sound 
velocity is very sensitive to subtle changes in local or long-range order as well as electronic properties of matter. However, up to 
recently, no laboratory technique was available to measure the sound velocity and the density in metallic liquids at pressure higher 
than 1 GPa and high temperature.

To overcome these limitations, picosecond acoustics in diamond anvil cell (called Apicoced) has been developed and enables mea-
surements of both sound velocity and equation of state in any kind of materials under extreme conditions, including nanocrystals 
or metallic liquids [1]. Principle and feasibility described, we will also show that such technical improvement should certainly be 
useful in several fundamental and applied problems in physics as well as many other areas ranging from nonlinear acoustics or ma-
terial research to earth and planetary science.

Finally, in order to illustrate Apicoced capabilities, the fascinating case of liquid cesium (l-Cs) at high densities will be given [2]. At 
2 GPa, the l-Cs sound velocity goes first through a maximum versus pressure. A softening of the l-Cs visco-elastic properties is then 
observed from 2.0 up to 4.0 GPa, pressure at which the reflectometric signal is abruptly reversed. These anomalous behaviors could 
be related to structural and/or electronic transformations within the liquid state.
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Photoacoustic (PA) spectroscopy is one of the most reliable methods for measuring gas or aerosol concentration. Whenever a PA 
instrument is operated under field conditions it needs regular calibration, which is typically performed by using a calibration gas 
cylinder or cylinders are required. Unfortunately, calibration not only limits the reliability of the instrument (via the uncertainty of 
the concentration of the calibration gas), but it also increases operational cost significantly, and takes off valuable measurement time, 
as a typical field calibration lasts about 30 minutes or even more. 

Here we suggest an alternative calibration method aiming at eliminating these problems. The proposed method is applicable when-
ever there is a component which is present in the measured gas sample in a sufficiently high concentration making possible to per-
form both photoacoustic and optical absorption measurement on its strong absorption line by using the PA cell to be calibrated.  Our 
goal was to reduce the calibration time down to a few minutes.

Based on the combination of the basic equation of photoacoustics [1,2] and the Beer-Lambert law, one can calculate the so called 
PA cell constant (Ccell in unit of mV/(mW•cm-1)) from the measured PA signal (S in unit of mV), the decrease in the light power due 
to absorption within the PA cell (∆P in unit of mW) and the length of the PA resonator (L in unit of cm):

In case of atmospheric aerosol measurement, water vapor is a evident choice as e.g. at 1371 nm it has a strong absorption line which 
is accessible by a fiber coupled single mode DFB diode laser. This example will be shown in the following.

The proposed calibration procedure starts by recording the power of the diode laser as a function of the driving current of the laser 
under no modulation with a power meter placed right behind the PA cell. The temperature of the diode laser is set in a way to ensure 
that the recoded power-current (P-I) curve includes a well measurable absorption line (see Figure 1). The software which is devel-
oped for this calibration procedure identifies the absorption line, fits a Lorentzian line profile on it, and calculates ∆P corresponding 
to the peak of the absorption. Next the laser current is set to be modulated while the laser temperature is unchanged and the PA signal 
corresponding to the peak of the absorption is determined. Finally the equation above is applied and the cell constant is determined

.
Figure 1. The blue curve shows the light-power as a function of the diode laser current measured by a power meter placed right after the PA cell. 
The green curve is the fitted Lorentzian curve on the light power decrease due to light absorption within the PA cell.
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The execution of the proposed method on a longitudinal differential cell yielded a calibration constant of Ccell=18 mV/(mW•cm-1). 
By taking into account that the applied microphone has the sensitivity of 10 mV/Pa, our result is in good agreement with the 
literature value [1, 2]. Furthermore the cell constant determination takes only about 2 minutes, which is a very significant time 
reduction. 

Acknowledgements

Ministry of Human Capacities, Hungary grant 20391-3/2018/FEKUSTRAT and GINOP-2.2.1-15-2017-00101 project are acknowledged.

References

1.	 Zoltán Bozóki, Árpád Mohácsi, Gábor Szabó, Zsolt Bor, Miklós Erdélyi, Weindong Chen and Frank K. Tittel, Applied spectroscopy, 
Volume 56, Number 6 (2002), 715-719
2.	 András Miklós, Peter Hess, Zoltán Bozóki, Review of Scientific Instruments, Volume 72, Number 4 (2001), 1937-1955



354

E	 Methodologies of Photothermics, PA/OA,  
	 and Related Techniques

EP 009
Thermoreflectance microscopy as a method for accurate 
determination of thermal properties of layered samples

Christian FRETIGNY (1)*, Danièle FOURNIER (2)  

1. Laboratoire SIMM, Sorbonne Université, PSL Research University, UMR 7615, CNRS, UPMC, ESPCI,
10 rue Vauquelin, Paris, 75005, France

2. Sorbonne Université, UPMC, Univ. Paris 06, CNRS, UMR 7588,  Institut des NanoSciences de Paris,
75005, Paris, France

christian.fretigny@espci.fr ;  daniele.fournier@insp.jussieu.fr 

We report on thermal properties determination when the sample is a layer deposited on a substrate with known properties (lay-
ered sample) or is inserted between a known substrate and a known surface layer. The experimental setup is a thermoreflectance 
microscope in which the modulated pump beam, focused at a micrometer size, creates a thermal wave in the sample. The spa-
tio-temporal heat diffusion is detected through the variation of the reflectivity of the probe beam which is scan on the sample sur-
face. Experimental amplitude and phase are recorded versus the distance of the two beams. It is well known that a multiparameter 
best fit can find the thermal values required. Instead of a numerical approach, we show here that asymptotic behaviour of the heat 
diffusion in layered structures can be calculated and used to 

recover thermal properties [1,2]. The integral 

is evaluated using incomplete Bessel functions 

where ρ=r/h, r is the distance from the heat source, h is the layer thickness and the other parameters are related to the relative thera 
properties of the system. Domains of applicability of the different regimes are discussed and illustrated with examples in the plane 
of Figure 1.

Where  is the ratio of the thermal conductivities and   (the µ’s are the thermal length) and subscripts 0 and 1 
stand respectively for the substrate and the layer.
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The presence of pharmaceuticals in wastewaters has been documented and reported as an emerging environmental issue [1]. The 
presence of trace pharmaceuticals in drinking water is also of public concern since little is known about chronic health effects 
associated with long-term ingestion [1]. Paracetamol is a common analgesic and anti-inflammatory widely used for humans 
and animals. It has been reported to be present with a concentration up to 6 μgL−1 in European Sewage Treatment Plant (STP) 
effluents, up to 10 μgL−1 in natural waters in USA  and even more than 65 μgL−1 in the Tyne river [2-4]. Currently, interest is 
focusing on treating contaminated water for stopping further pollution, for example using photocatalysis. But to monitor minor 
concentrations of pollutants in very small samples’ volumes, precise sensors must be developed. 

Materials and Methods 

In this work, a micro-spatial thermal lens spectroscopy setup (thermal lens microscope, TLM) with coaxial counter-propagating 
pump and probe laser beams and an integrated passive optical Fabry-Perot resonator is proposed (shown schematically in Fig. 1a) 
for monitoring trace amounts of paracetamol in water, at levels attainable when it is reduced by a photocatalytic reaction. The meth-
od is described with more detail elsewhere [5, 6]. A pump laser (EL) beam (OBIS 640 nm LX 100 mW), with a 640 nm wavelength 
and a beam power of 4 mW, at the sample position is focused onto a very small region of the sample (S) by using a microscope 
objective (O), which was previously modulated in intensity, using a frequency of 1 Hz, by a mechanical optical chopper (CH, Thor-
labs MC 2000). The probe laser (PL, continuous LSR 532NL-300, 532 nm wavelength and 4 mW nominal power) beam is highly 
collimated. Both beams are coaxially counter propagating. The optically passive Fabry-Perot cavity formed between the mirrors M1 
(dichroic) and M2 causes several times the forward and back propagation of the probe beam through the sample, increasing the sen-
sitivity of the system around 10-times. Before of that, the resulting intensity is measured using a photodiode (PD, Thorlabs Det-36). 
Additionally, a pinhole (500 μm diameter Thorlabs- P500S, not shown in the figure) is located in front of the photodiode, in order to 
allow that only the contribution of the central region of the probe beam be sensed, which contains the information related to the ther-
mal lens effect. Then, the signal from the photodiode is measured using a digital oscilloscope (Bk Precision 2542B). In the figure, 
M3 and M4 are mirrors and BS represents a beam splitter. A lamp (represented by L) was used to induce the photocatalytic reaction. 

A colorimetric method was applied, and it is based 
on the formation of a colored complex (prussian 
blue), when the paracetamol react with Fe(III)/
hexacyanoferrate(III), this complex have the 
same concentration as paracetamol with a broad 
absorption band centered at 710 nm. A calibration 
curve (Fig. 1b) was constructed by measuring the 
thermal lens signal at different paracetamol con-
centrations. From this curve a limit of detection 
of 60 ppb was obtained with a sensitivity of 2.14 
V/ppm (linear curve slope). This calibration curve 
will allow the determination of the paracetamol 
concentration as a function of time during a pho-
tocatalytic degradation process. 

Fig. 1. a) Experimental setup for the measurement of paracetamol concentrations using LTM technique. b) Calibration curve for paracetamol 
measuring using TLM
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The aim of this work is to remark the usefulness of the photoacoustic spectroscopy as a technique that can characterize in situ the op-
tical properties of biological systems. In our case, we have studied several products representative of the Mexican agriculture. Thus, 
we have obtained the absorption spectra of chili peppers, Persian lime, sugar cane and also avocado. This technique can help us to 
monitoring the quality, the nutritional content but also the ripening process or the evolution of diseases on plants. In some cases, is 
necessary to get the second derivative of the spectra or to use the phase resolved method in order to gain a better understanding of 
the convolved signals of these non trivial systems. However, once the spectrum is taken on these samples, a richness of scientific 
information is generated that can be used in benefit of the farmers.
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Radar systems usually adopt frequency modulation to generate pulse compression and matched filtered signals [1]. In this presen-
tation radar principles were applied in developing a frequency-modulated laser ultrasonic radar (LUR) system which was used for 
nondestructive thickness and defect detection. The laser ultrasonic radar relies on cost-effective, small-footprint CW laser diode 
sources and narrowband piezoelectric transducers [2]. We report on a LUR validation system for performing B-scan thickness mea-
surements and defect diagnostics in the time and frequency domains. 

The back-propagated LUR signal can be well described by a hybrid model that combines 1-D and 3-D thermoelastic generation 
schemes [2]. The 1-D model treats the LUR signal as a result of pure longitudinal stress. It can well describe the back-propagated 
signal but also lead to unrealistic echo amplitudes with respect to the direct response peak. On the other hand, the 3-D model treats 
the sample as a laterally infinite elastic solid of finite thickness and should be modeled in the spatial frequency domain with the help 
of the Hankel transformation [3]. Together the 1D-3D hybrid model combined in a hybrid manner can give a good prediction by 
cross-correlating the received ultrasonic chirp with the reference linear frequency modulation signal.

Materials and Methods

Two sets of experiments were conducted in terms of thickness and defect depth detection. In the first test, a step-shaped sample and 
a wedge were used as the testing objects, as shown in Fig. 1(a). The linear frequency modulated laser beam spot and the immersion 
ultrasonic transducer were confocally calibrated and scanned together on the flat front surface. By match filtering, the back-surface-
echoes (BSE) were obtained in the time domain and compared with the theoretical prediction. In addition, a stainless steel sample 
with three horizontally drilled holes acting as subsurface defects was used as shown in Fig. 1(b). The test results were analyzed with 
the proper linear frequency modulated LUR theory.

Results

The thickness measurement results of the step-shaped sample are illustrated in Fig. 2(a). A gradual shift of BSEs indicates an in-
crease in local thickness. The results from the wedge-shaped sample (not shown) also exhibited similar features. Thickness differ-
ences were also revealed from frequency spectra changes with respect to the echo signal, as shown in Fig. 2(b). Figure 2(c) shows 
the difference between the theoretical prediction and the experimental result. By combining 1D and 3D linear frequency-modulated 
thermoelastic theory, the prediction shows general agreement with the experimental LUR signal. 

Fig. 1. (a) The thickness LUR test scheme and (b) defective sample under test

For the detection of subsurface defects, the described thickness testing modality was applied to the defect-bearing stainless steel 
sample. By following a standard linear LUR B-scan procedure, the time signature of the echoes was acquired and fitted to a simple 
geometric model. The calculated thickness is shown in Tab. 1. In summary, it was experimentally proven that the proposed linear 
frequency modulated LUR system is able to detect echoes from subsurface defects and determine their actual depths.
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Fig. 2. (a) time domain back surface echo (BSE) signal from experiments, (b) spectra of BSEs and (c) LUR theory prediction

Table 1. Subsurface defect location detection by the LUR technique showing actual and estimated depths.
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Adaptive optics (AO) is becoming a valuable tool for correcting aberrations induced by refractive index mismatch of the sample 
and misalignment of the optical system in microscopy applications. Sensorless AO corrects aberration without wavefront sensor that 
needs to have a beacon or “guide star” as an artificially generated point source. Sensorless AO estimates the amplitude of aberrations 
based on the use of an image quality metric. A summation of orthogonal modes like Zernike polynomials and Lukosz polynomials 
expresses the aberrations. A combination of the modes applies to the adaptive element such as a deformable mirror and a spatial 
light modulator. The set of images is obtained corresponding to the combination of the modes. The image quality metric is calculated 
using the set of images. The sensorless AO performs the optimization process to find the optimal correction of wavefront aberrations 
using the results of the image quality metric. In this paper, we numerically investigate the image quality metric and the orthogonal 
modes governing the accuracy of the optimal correction in the sensorless AO. Entropy, second moment, intensity variance, and 
sharpness are chosen as an image quality metric. The aberration is expressed in terms of the Lukosz polynomials and the Zernike 
polynomials. We propose the combination method between the Zernike modes for small aberration and the Lukosz modes for large 
aberration (lager than RMS 1 radian). We believe that this work is potentially applicable to any form of microscopy.
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Silicone rubber composite insulators are widely used in high-voltage power systems due to their excellent hydrophobicity, light 
weight and hydrophobicity recovery after exposure to electrical discharges[1-2]. In this presentation the thermal properties of fresh 
composite insulators with different mechanical and/or electrical behaviors and from different manufacturers are measured by pho-
tothermal radiometry (PTR) and compared. As organic polymer materials, the main component of most composite insulators is 
high temperature vulcanizing (HTV) silicone rubber, which is made via mixing and vulcanization from base polymer and a variety 
of fillers and additives, such as alumina trihydrate (ATH) and silica [3-4]. Accordingly, the insulation performances as well as aging 
process of silicone rubber composite insulators manufactured by different formulations may differ widely. 

In this presentation the thermal diffusivities of various fresh silicon rubber composite insulators are measured to find a base for pos-
sible link between the thermal properties and the insulation performance aging of composite insulator.  Modulated PTR technique 
[5] is employed to determine the thermal diffusivity of the composite insulator.  The silicone rubber composite insulators used in 
the experiment are got from two vendors named Shuyue Electric co. LTD in Sichuan (SY Insulator) and Tianrun Electric co. LTD 
in Hebei (TR Insulator), China. Experimentally, the measured modulation frequency dependences of PTR amplitude and phase are 
fitted to an explicit theoretical model to determine the thermal diffusivity [5]. The corresponding fits are presented in Fig. 1 and the 
fitted results are presented in Table 1.

Table 1. Fitted thermal diffusivity values of three composite insulators with different voltage grade and the same mechanical load 
grade (70KN) from two vendors

Fig. 1. PTR amplitude (a) and phase (b) versus modulation frequency for three silicon rubber composite insulators with different voltage grades 
and same mechanical load grade: 70KN, from two vendors. 

The results presented in Table 1 show that significant difference exists between the thermal diffusivities of fresh silicon rubber 
composite insulators from different vendors. The thermal diffusivity also slightly relates to the voltage grade. These results will be 
helpful to the understanding of aging process of silicon rubber composite insulator via aging induced thermal property change of 
the composite insulator in operation. 
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Photo-acoustic technology based on a low power blue diode laser for the measurement of the ppb level NO2 and ambient atmo-
spheric aerosol is presented in this paper. A low cost NO2 and aerosol measurement system based on traditional photo-acoustic 
technology is established. The 405 nm blue diode laser with an external modulation is used as the light source. The central 
wavelength of the laser is 403.56 nm, the half-peak full width is 0.84 nm, and the power is 65.3 mW. The effective absorption 
cross section of NO2 is obtained, and the interferences of the water vapor and other trace gases are investigated. The resonant 
frequency is tested to be 1.35 kHz by frequency scanning fitting. An internally polished and coated PTFE aluminum cylindri-
cal cavity is used as the photo-acoustic resonator (the inner diameter is 8 mm and the length is 120 mm). The influence factors 
caused by cavity parameters, optical windows and power supply are studied. System is optimized to reduce background noise 
and improve signal-to-noise ratio. Then the noise signal is dropped to 0.02 μv. An additional buffer chamber is integrated on the 
original buffer chamber to form a two-level buffer. The two-stage buffer structure significantly suppresses the effects of airflow 
noise, and improves the system stability. 

At the same time, the influence of absorption coefficient of ambient atmospheric aerosol on polystyrene based on standard micro-
spheres as aerosol generator is analyzed. The absorption coefficients of particles with different concentration and different diame-
ters at the same concentration are measured. The absorption coefficient of ambient atmospheric aerosol is directly proportional to 
the number concentration. The slope after linear fitting is 10.598±0.64196, and the correlation coefficient is 0.993. The variance 
of the absorption coefficient curve is between 3Mm-1-4Mm-1, and the absorption coefficient is affected by particles of different 
particle sizes. At the same time, the absorption coefficient increases with the increase of particle size.

The slope of the calibration curve of the system after linear fitting is 0.016 μv/ppb, and R2 is 0.998. The NO2 detection limit of 
system is 2 ppb (3σ) with an average time of 60 s. To verify the results of the system, a diode laser cavity ring-down spectroscopy 
system (CRDS system, using a 409 nm the diode laser, with a system detection limit of 6.6×10-11) is used to measure ambient 
NO2 and atmospheric aerosol simultaneously on Lake Dong-Pu in western Hefei, Anhui province, China. During the experiment, 
the measured NO2 concentration ranges from 8 to 30 ppb, with an average concentration of 20.8 ppb. The results of two systems 
have good consistency, with the linear fitting slope of 0.94±0.009, the intercept of 1.89±0.18 and the correlation coefficient of 
0.87. At the same time, the change trend of ambient atmospheric aerosol with 5μm is obtained. The experimental results show 
that the system can realize the low-cost on-line detection of the ppb level NO2, can be used for the real-time detection of NO2 
concentration field.

In November 2018, the system started to measure the concentration of NO2 in the atmosphere of the Dong-Pu reservoir in Hefei, 
Anhui province, China (Google: latitude 31.89, longitude 117.20). The NO2 in the ambient atmosphere is filtered through the 
filter membrane and buffer chamber by a small pump (KNF, N83KNE). The flow rate is controlled by a flow meter (CS200) at 
0.2 L/min. After the preliminary background measurement, the system automatically records the photo-acoustic signal (time res-
olution 1 s) every 1 s, and the average measurement result after 60 s is shown in the blue line of figure 2a. The concentration of 
NO2 is 8-30 ppb, and the average concentration is 20.8 ppb. In order to confirm the measurement results of the system, the diode 
laser cavity damping spectroscopy system developed by the research group itself (CRDS) was used to synchronously measure 
the concentration of NO2 in the atmosphere at the same place. The measurement results are shown in the red line of figure 9a. 
The measurement results shows the good correlation between the PAS system and CRDS system, and the correlation coefficient 
is 0.87. The slope after linear fitting is 0.94±0.009, and the intercept is 1.89±0.18. The differences are mainly caused by system 
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error, position difference, automobile exhaust, measurement environment and other influences. At the same time, the ambient 
atmospheric aerosol with 5μm is obtained.

Fig.2 (a). Measurement of atmospheric NO2 concentrations; (b). Measurement of ambient atmospheric aerosol with 5μm
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The refractive index is fundamental parameter of any materials (in particular the dielectric materials) that determines the character 
of the interaction between light and matter. The most widely used methods of refractive index determination are the goniometric 
methods, the ellipsometric methods, the Kramers-Kronig method, the spectrophotometric methods [1, 2, 3].

The method of measuring the refractive index should be chosen depending on the maximum measurement error, the technical fea-
sibility of the requirements fulfillment for the manufacture of the investigated sample [4].

In the Accredited Testing Laboratory "Single Crystals and Stock on their Base" of NUST "MISiS" some methods of the refractive 
indices determination are realized:
• the goniometric method of the minimum deviation (prism method) using the "GS-2" goniometer;
• spectrophotometric methods using a spectrophotometer "Cary 5000" with the universal measuring accessory "UMA" ("Agilent 
Technologies"): the method of reflection at near-normal incidence and the Brewster method.
In this paper we consider the features of the implementation of these methods, their accuracy and the requirements for investigated 
samples.

For the prism method we need the sample in the form of a prism with isosceles triangle at the base. It is necessary to measure the 
refractive angle θ of the sample and the angle of minimum deviation φλmin of a beam with wavelength λ passing in a prism parallel 
to its base [4]. The refractive index nλ is calculated due to the formula (1):

This method allows to estimate the refractive index n with the accuracy ~ 10-5. However, a number of stringent sample preparation 
requirements are imposed for such measurements carrying out. The trihedron prism as the investigated sample should be manufac-
tured with the accordance [4].

Due to the fact that the implementation of these requirements is a non-trivial task, alternative methods for determination of the 
refractive indices can be used.

For two spectrophotometric methods of n determination the following parameters are measured: the spectrum of reflection from one 
surface at low angle of incidence close to normal and the Brewster angles obtained at p-polarized light. Nevertheless, the accuracy 
of these methods doesn't exceed the 0,001 [5]. At the same time, the requirements for the sample preparation are less stringent: it 
must have one polished face.

As for materials with the low absorption and the non absorption the refractive index can be calculated at a low angle of light inci-
dence (2) [3]:

In this case, to obtain the dispersion of the refractive index of the material, the reflection coefficient R in this formula must be mea-
sured from one face.

According to the Brewster method [6], we get the values of the refractive indices of the material nλ for a certain wavelength of incident 
light using the measured Brewster angle φBr (3):
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where n1 – the refractive index of air (n1=1).

The determination of the refractive indices by the Brewster method doesn't depend on the intensity of the reflected light and requires 
the samples to have a significant size of the polished face. This method is valid for determination of the ordinary refractive index, 
and the values of nλ are separately measured. To obtain the dispersion the special approximation equations are used [3]. This method 
is laborious and requires the accumulation of statistical data and their further metrological study.

The considered methods have been successfully applied for the refractive indices measurements of such crystals: LiNbO3, crystals of 
the langasite type (La3Ga5SiO14), Gd3Al2Ga3O12:Ce, CaMoO4, a number of biaxial crystals and etc. [7, 8]. The results of the research 
are given in the report.
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Thermal management becomes major issue for integrated circuit (IC) design because local excess heating causes the performance, 
reliability and lifetime degradation in the microelectronic devices. Thermoreflectance microscopy (TRM) is a simple optical imag-
ing technique which is well adapted to non-contact thermal measurement for IC devices [1-3]. Especially in this paper, we proposed 
a sensitive thermoreflectance imaging system for visualizing thermal faults through the backsides of IC devices. We employed the 
auto-balancing scheme for low-noise thermal measurement via laser scanning confocal thermoreflectance microscopy that previ-
ously demonstrated in Ref. [3]. By taking advantage of the inherent system noise suppression under the optimized auto-balancing 
conditions, ~5-fold improvement of the system signal to noise ratio (SNR) over that attainable via normal detection was achieved. 
Moreover, we proved that optical zooming provides further inherent noise reduction. As shown in Fig. 1, our system successfully 
enabled clear distinction of a localized thermal fault, which was dimly visible in the normal backside detection results, by auto-bal-
anced backside detection. Therefore, the sensitivity-enhanced confocal TRM system is valuable for localizing individual thermal 
faults induced by sub-micron-sized defects through the backsides of IC devices.

Fig. 1. Test sample schematic (a), Back-side thermoreflectance images obtained by normal detection (b, c) and auto-balanced detection (d, e) using 
the TRM system with a 50× objective lens (NA 0.42), respectively. The dotted line in (c, e) represents the region of the dotted line in (b, d), which 
was obtained by 2× optical zooming.
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There is a limit to the observation of sub-micro sized objects due to the diffraction limit of light by general optical microscopy. Although 
fluorescence microscopy can overcome this problem, observation time is very short due to photobleaching [1]. In addition, because of 
the need for fluorescent dye, types of samples which could be observed are very limited. On the other hand, photothermal microscopy 
allows long-time observation of nano-samples with high resolution [2-7]. In this presentation, we demonstrate wide-field photothermal 
reflection microscopy for observing a single gold nanorod. It is well-known an indirect optical absorption technique which achieves 
high detection sensitivity while discriminating absorption from scattering. Photothermal reflectance image is expressed by signal of 
temperature-dependent optical reflectivity changes. In experiment, two types of lasers were used: an 808 nm laser beam (pump beam) 
for photothermal excitation of a single gold nanorod with sinusoidal modulation and a 635 nm laser (probe beam) for measurement of 
thermoreflectance signal. Figures 1(a) and 1(b) illustrate dark field and SEM images, respectively. Gold nanorod was spin-coated on 
the coverglass with covering PDMS for enhancement of photothermal effect as shown in Fig. 1(c). Figure 1(d) presents a photothermal 
reflectance image of gold nanorods (SNR=5.38). The proposed system not only acquires photothermal images in short-period time 
(~0.02 mm2 per minute), but also allows detection of a single nanoparticle in large area (200 x 150 μm2).

Fig. 1. Dark field (a) and SEM (b) image of gold nanorods. (c) Gold nanorod sample preparation for photothermal experiment. (d) Photothermal 
reflectance image of a single gold nanorod.
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Monitoring and controlling of short-term physico-chemical processes frequently require gas analyzers with high time resolution. 
In-situ and real time gas measurements are essential to detect rapid changes and allow continuous optimization of industrial pro-
cesses. Photoacoustic (PA) spectroscopy-based gas measuring systems meet the requirements of process analysis due to their high 
sensitivity, wide dynamic range, robust construction, automatic operation and short response time. The typical response time of a PA 
system is around 2-3 seconds, it is expected that the scope of applications can be extended by improving response time of the ana-
lyzers [1]. The scope of the present study was to shorten the response time of the longitudinal-differential cell-based PA systems [2]. 

Finite element analysis and visual investigation of the gas flow indicated that in the longitudinal-differential PA cell the purge of 
the gas sample is limited. Therefore, a diffuser allowing quicker purging was attached to the first buffer of the cell. Response time 
measurements of a PA system with longitudinal-differential cell (with and without diffuser) were performed with nitrogen monox-
ide (NO), nitrogen dioxide (NO2), carbon monoxide (CO) and carbon dioxide (CO2). Results showed that the diffuser reduces the 
response time on average by 35%. Furthermore, several factors influencing the response time were investigated (e.g. material of the 
cell and pipes, temperature, flow rate etc.). For NO and NO2 measurement, heated polytetrafluoroethylene (PTFE) pipe was found to 
have the lowest response time. In case of NO and NO2 measurement it is also important to operate the PA cell at elevated tempera-
ture, the optimal temperature was found to be 80°C. Moreover, the most important parameter is the flow rate of the gas sampling, 
which is highly limited by the PA cell, because above a certain flow rate the flow becomes turbulent resulting in rapidly decreasing 
signal-to-noise-ratio. It was found that the present system can be operated with a flow rate up to 1 liter/min, which in combination 
with the low volume of the cell results in short rinse time [3]. The optimization of these parameters and the use of the diffuser re-
sulted in a reduced response time, which was found to be around 1 second. The efficiency of the diffuser was investigated by a finite 
element modelling performed in COMSOL Multiphysics 5.3. The results of the model proved efficiency of the diffuser. Figure 1. 
shows the streamlines of a PA cell without diffuser (a) and with diffuser (b).

Fig. 1. Streamlines (a) PA cell without diffuser (b) PA cell with diffuser

In addition, the transfer function of the system can be calculated based on response time characteristics. If the transfer function of 
the system is known and the response of the system is measured, then convolution based analysis can be used to study real-time 
physico-chemical processes affecting the response time (e.g. adsorption-desorption).
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Recently there was considerable interest in optical frequency combs broadly used for precision spectroscopy and metrology [1,2]. A 
frequency comb originates from a regular sequence of ultrashort pulses and in the spectral domain it presents a ruler with regularly 
spaced spectral lines. An acoustic frequency comb can be naturally produced by conversion of an optical pulse sequence into a se-
quence of acoustic pulses via opto-acoustic generation. The main features of frequency combs are their precision and stability. These 
are assured by locking the repetition rate and fixing the carrier-envelope phase. Typical frequencies in the optical domain determined 
by the repetition rate of pulses are in hundreds of MHz to GHz. The number of coherent spectral components (comb lines) in the 
frequency comb is determined by the ratio of the bandwidth of an individual pulse to the repetition rate. An acoustic frequency comb 
obtained with an 80MHz repetition rate of the optical frequency comb is shown in Fig. 1. 

Fig. 1. Acoustic frequency comb obtained with an 80MHz repetition rate of the optical frequency comb.

If optical pulses are very short (of femtosecond duration), they can be assumed having temporal dependence of a δ-function in prac-
tical calculations of the generated acoustic pulses. Consequently, the upper limit for the obtained frequencies depends mainly on the 
parameters of the photo-acoustic conversion, such as the optical absorption coefficient, as well as on the bandwidth of the detection 
system. The possible applications of such acoustic frequency combs that carry massive amplitude as well as phase information in-
clude profilometry, ranging, calibration of microphones, determination of media absorption, studies of nonlinearities and precision 
frequency tuning and metrology.
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Photoacoustic Spectroscopy (PAS) technology is a widely recognized method for its excellent performance in trace gas detection 
and simplified experimental setups [1,2]. The detectivity of laser PAS reaches ppm~ppb levels, thanks to the high power and ul-
tra-narrow spectral emission bandwidth of laser sources, and the high sensitivity of resonant cells. Although very weak, common 
mode interference signals generated from light absorption by resonator windows present a challenge for improving signal-to-noise 
ratio and gas detection sensitivity. Unless the noise is incoherent [3] i.e., unrelated to the incident light, the noise originated by 
window absorption is inevitable and almost impossible to remove by classical filtering methods, e.g. amplitude modulation. The 
application of closed photoacoustic resonators may be limited due to the requirement for externally linked circulation of the target 
gas. Unlike our recent windowed T-resonator design comprising resonance and absorption cylinders and its use in a PA cell [4], Fig. 
1(a), a windowless photoacoustic cell is able to sufficiently suppress common mode interference by disposing of the glass windows 
and facilitating an open cell situation for light absorption by gases. In this presentation, a novel design of windowless photoacoustic 
T-resonator cell is presented. Use of a T-resonator is appropriate for the windowless cell design because its resonant frequency is 
mainly determined by the resonance cylinder perpendicular to the light absorption path. 

Fig. 1 T-type resonator models

Two possible designs of windowless cell are shown in Figs. 1(b) and 1(c). Both structures consist of T-type resonators with open 
ends on the absorption cylinders. In Fig. 1(c) two buffer cylinders are aligned on both ends through which the external acoustic 
noise is attenuated. The volumes of the buffers are designed so that the buffer acoustic impendence is relatively high at the resonance 
frequency. The performance of the windowless cells in Fig. 1 was tested by the finite element method (FEM).  

The three different T-type resonators shown in Fig.1 were modeled with Comsol Multiphysics 5.2. The geometry of the absorp-
tion and resonance cylinders was identical for the three resonators and the lossy boundary conditions were adopted due to thermal 

and viscous losses at the resonator boundary. The FEM simulated amplitude response 
results are presented in Fig.2 which indicates optimal performance of the improved 
windowless resonator shown in Fig. 1(c). The latter was subsequently built and tested 
in the laboratory. In Table 1, although there is a large deviation of the resonance fre-
quency of the three cells, the full width at half maximum (FWHM) of the improved 
windowless resonator is similar to the closed one and they are both much better than 
the characteristics of the windowless resonator. The improved windowless resonator 
with two buffers at both ends of the absorption cylinder has the capability for noise 
suppression and can be used as an open cell in trace gas detection applications.
Fig. 2.The photoacoustic amplitude simulated response of three different resonators
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Due to non-window related coherent noise rejection and isolation from the ambient background noise, the improved T-type based 
windowless resonator is a competitive photoacoustic design for trace gas detection.

Table 1. The simulation results of the three T typed resonators
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Soil is one of the basic elements for ecosystem, as well as an indispensable natural resource to life on the Earth. However, soil pol-
lution has become a worldwide focus, due to urban-industrial expansion and agricultural development[1]. Heavy metal contaminant 
issue is especially emphasized because of their toxicity and persistence, therefore there is an urgent need for cost-effective devices 
capable of recognizing and detecting various metals[3]. In this paper, we presented an alternatively approach based on photoacoustic 
spectroscopy (PAS) for high performance and non-destructive detection of heavy metal contamination in soil.

The broadband PAS configuration based on a Xenon lamp is depicted in Fig. 1. The incident light was directed into the photoacoustic 
chamber with 50% square-wave duty cycle chopper, using a monochromator for the optical wavelength scan. The photoacoustic 
signal generated by the sample in the cell was detected by a lock-in amplifier[4].

We chose cadmium nitrate tetrahydrate as the preferred test heavy contaminant. 
The reagent was of analytical pure and diluted with distilled water. The above 
10 group soil samples with several Cd contaminant concentrations premixed 
with the artificial Cd reagent to stimulate industrial discharge pollution.

All the soil absorption spectra were normalized by the photoacoustic spectrum 
of carbon black. The typical photoacoustic absorption spectra of contaminated 
soil were depicted in Fig 2(a) with two predominant absorption peaks around 
1400 nm and 1900 nm. These are correlated to clay humus and minerals which 
are abundant in the experimental soil samples (OH features of free water at 

1400 nm and 1900 nm, Lattice OH features at 1400 nm). The characterized spectra illustrate a gradual increase of the photoacoustic 
amplitude signal with the rise in metallic ion contaminant concentration. This phenomenon indicates that the PAS configuration has 
potential for the featureless heavy mental contamination detection.

In order to establish a reliable and robust prediction model and improve the estimation accuracy, the obtained absorption spectra 
were pre-processed with five methods of mean centering (MC), first derivative (FD), standard normal variate (SNV), multiplicative 
scatter correction (MSC) and continuum removing (CR), and the results were shown in Fig. 2(b)~(f). All approaches strengthen the 
absorption features around 1900 nm where the peaks become more prominent. The preprocessed spectra indicate more obviously 
that the absorption peaks of soil decreases as the Cd concentration rises. These spectra processed by CR algorithm were more dis-
tinguishable than the others as the absorption peaks at 1400 nm are also revealed and steepened.

Fig. 2. The photoacoustic absorption spectra of contaminated soil preprocessed with different methods (a) The original spectra; (b) MC; (c) FD; 
(d) SNV; (e) MSC;  (f) CR.

Fig. 1. The broadband PAS experimental 
schematic.
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A three-layer BP neural network was established for the quantification analysis of Cd residual. The whole absorption spectra acted as 
the net input as well as heavy metal Cd concentrations as the net output. Two-third of the sample data in each group were undertook 
for training the network, while the other one-third were set as test group. The best correlation coefficient was greater than 0.90 for 
the absorption data preprocessed with CR method. The experimental results exhibit the broadband PAS system with BP network has 
the capability for the quantification analysis of featureless toxic heavy mental contaminants in soil.
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Laser fluence Φ plays an important role in multiphoton absorption experiments. Variations of this parameter are the most common 
cause of error in photoacoustic (PA) measurements, as they can disguise the actual relationship between the absorption efficiency of 
different gases. In order to avoid adjusting the experimental set-up by repeating the experiment and the long procedure of calculating 
the signal parameters, the intelligent techniques [1] with the real-time results were applied. The Adaptive Neuro Fuzzy Inference 
System (ANFIS) [2] allows working with imprecise data, whereas the neural network, owing to its ability to adapt and learn from 
experience, automates the parameters change to the system phase and significantly accelerates it. The problem solved by ANFIS 
is the estimation of the energy density of laser radiation Φ based on the intensity I of the experimental photoacoustic (PA) signal. 
ANFIS training involved theoretical PA signals obtained by solving the wave equation using the Green functions for the Lorentzian 
profile with a hole, i.e. for conditions corresponding to the experimental set-up used. The intensities of the maximum (I+) and the 
minimum (I_) signals were the adaptive network input, while the value Φ was the network output. The experimental signals were 
generated in the SF6+Ar mixture in the multiphoton regime, for the mixture pressure in the range of 10-100 mbar and the laser pow-
er Φ density in the range of 0,4–1,5 Jcm-2. The pressure of the SF6 absorber was constant and amounted to 0.47 mbar. ANFIS was 
tested with experimental PA signals. 

Thanks to the significant contributions of ANFIS [3,4] in approximating functions, working with imprecise data, adapting to the 
environment as well as in error tolerance, there were better results in estimating Φ parameter compared to the results obtained by the 
neural network. The parameter Φ was estimated by ANFIS with a mean error of 9.32%, which is twice more precise than the value 
estimated by the neural network (18.18%). Working in real time and a simple description of the signals offer wide possibilities for 
the application of intelligent techniques in situ measurement of the trace gases concentration in the pulsed photoacoustics.
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The thermal-wave boundary-value problem in a semi-infinite thermophysically inhomogeneous solid can be described as follows:

where F0 is the incident (photo)thermal flux, p(x) is the density, k(x) is the thermal conductivity and c(x) the specific heat of the 
material; ɷ0  is the modulation angular frequency. Introducing the Green function, G (x | x0) , approach yields the formal solution to 
the inhomogeneous problem in the frequency domain in the form of a Fredholm-type integral equation:

Solving this equation using a trial function T(x0;p)=e-px0 in the integrand and

where p=(iɷ0 /α0 )
1/2 is a spatial Laplace variable with α0 being the thermal diffusivity of the homogeneous solid substrate on which 

the inhomogeneous thermophysical properties have been imposed, results in an inverse relation between the thermal conductivity 
depth profile and the inverse Laplace transform of the thermal diffusion-wave frequency response:

Here, L-1 denotes inverse spatial Laplace transformation  

Fig. 1 shows inversion pairs (conductivity and frequency response) in the case of constant, increasing, and decreasing thermal con-
ductivity depth profiles, the constant case being in agreement with the well-known analytical solution [1]. Fig. 2 shows the inversion 
pair in the case of k(x) depth profiles with maximum and minimum. The method is currently being applied to the non-destructive 
reconstruction of thermophysical depth profiles in manufactured solids such as metal powder compacts used for parts in the auto-
motive industry.

Fig. 1. Thermal conductivity depth profiles (a) and corresponding frequency responses (b) in case of constant (A), increasing (B), and decreasing (C) 
thermal conductivity. The reconstructed conductivity profiles are also shown in (a) superposed on the assumed profiles.
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Fig. 2. Thermal conductivity depth profiles (a) and corresponding frequency responses (b) in case of non-monotonic distributions with minimum 
(A) and maximum (B) profiles. The reconstructed conductivity profiles are also shown in (a) superposed on the assumed profiles.
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The ability to monitor, control and predict thermal conduction is beneficial in a variety of research areas ranging from bio- and nano- 
technology to electronics and materials engineering. The assessment of thermo-physical properties enables the characterization of 
newly synthetized materials, allows targeting photo-thermal biomedical applications of nanostructured devices, and ensures the 
long-lasting good performance of electronic and mechanical components subject to intensive heat load. However, structural defects, 
disorder, porosity-related effects and/or anisotropies inherent in the fabrication process largely impact on the thermal properties of 
any material: accurate theoretical prediction of thermal conductivity and diffusivity values is hard to achieve, and methods aimed at 
their direct non-invasive experimental measurement are constantly being developed.

Visible to near infrared pulsed laser-light illumination of absorbing samples, coupled to the space-time monitoring of the front-face 
diffusion of the thermal wave by conventional far infrared thermography, allows the accurate and non-contact on-site quantification 
of thermal diffusivities. In this work, we build on the well-established flash method and investigate the possibility of deriving and 
spatially mapping in-plane thermal diffusivity values under low-power modulated Gaussian illumination of thin IR-opaque solid 
slabs. 

We first write the fully analytical Fourier-space solution for the two-dimensional heat-transfer equation in the presence of a Gauss-
ian, temporally extended, laser pulse impinging on an ideally infinite isotropic absorbing surface. The space and time dependence 
of the laser-induced temperature variation in the direct space is then deduced by numerical integration and simulated. With the aim 
of a direct measurement of the thermal diffusivity, we devise a protocol to extract this parameter from the temporal broadening of 
the temperature profiles width, irrespectively of the laser power, excitation laser beam waist and material grey-body emissivity. The 
impact of first-order heat losses by both radiation and convection to the surrounding atmosphere is accounted for and included in 
the model. 

The correctness of the theoretical framework and the accuracy of the diffusivity measurement procedure are tested at first against 
finite-elements numerical simulations. By implementing laser-primed heat transfer on standard metallic and polymeric materials 
of known thermo-physical properties, we confirm that the analysis of simulated temperature peaks enables accurate retrieval of the 
adopted diffusivity values. Furthermore, we quantify the negligible impact of a ~millimeter-sized sample thickness on the recovered 
parameters and evaluate heat-confinement effects due to the finite (~cm2) sample extension in the measurement plane. Results are 
further corroborated by experimental validation with room-temperature diffusivity measurements on thin uniform glass slides.

Finally, numerical simulations performed in the simplest case of homogeneous slabs are extended to composite and anisotropic 
materials aiming at the spatial mapping of diffusivity values on laser-scanned discontinuous materials with space-dependent thermal 
properties. The space resolution is quantified as a function of the (~10-100 µm) waist of the scanned excitation laser beam and of 
the observed thermal diffusivities. Current investigation is being directed towards the experimental proof-of-principle recovery of 
spatial maps of diffusivity values, to be combined with the usual temperature-based content of infrared images.
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Resonant opto-acoustic cells are used in some gas analysis applications such as SF6LaserGasTest leak detector [1] and the Laser-
Breeze gas analyzer [2]. Radiation sources in such case operates in pulse-periodic generation mode. Key factor of source operation 
in a resonant system is pulse repetition frequency, which must very well correspond to resonant frequency of the cell. The resonant 
frequency of the cell changes in case of temperature drift or gas composition variation. Misalignment of cell resonant frequency and 
radiation pulse repetition frequency dramatically reduces precision and stability of a device readings.

To determine the resonant frequency of the cell an auxiliary sound source was used [3]. Redefinition of the cell resonant frequency is 
possible only after interrupting of gas concentration measurement process. This fact is significant disadvantage of the method in use. 

Designed data processing algorithm takes into account the phase of signal of resonant cell microphones. Special method was de-
signed to adjust radiation source frequency to cell resonant frequency. Requirements for Fourier Transformation algorithm realiza-
tion were revised and utilized in synthesized algorithm. Experimentally confirmed that the algorithm had been utilized in SF6Laser-
GasTest leak detector allows to measure the SF6 concentration of 20 ppbv in the gas sample with an accuracy of ± 1.5%. 
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Thermal properties of different kind of liquids are obtained by fitting directly in the complex plane, the pyroelectric model of the 
thermal-wave resonant cavity signal. In this technique, it is a common practice to separately use the amplitude and phase of the com-
plex signal to obtain the thermal diffusivity of the fluid sample, which must be compatible. However, the sensor signal is a complex 
function and metrological advantages are presented when the complex fitting of the signal as a function of sample thickness is used. 
To demonstrate the convenience of the proposed methodology, common liquids, such as distilled water, ethylene glycol, ethanol and 
a mixtures of ethanol water, were analyzed. With the use of this methodology we obtained that thermal diffusivity measurements 
was in good agreement with those reported in the literature.
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Photothermal radiometry has been widely used to obtain lateral thermal diffusivity of solid materials. It is well known that thermal 
field phase has a linear behavior when measured as a function of the excitation source distance, particularly, inside the excitation 
source the signal phase is flat. In this work we analyze the effect of the size and square geometry of the IR sensor, on the temperature 
field measurement. Calculations showed that temperature field phase will remain flat when measured as a function of the distance 
to the excitation source, if sensor size is larger than the radius of the excitation source. On the other hand, to observe the linear be-
havior, measurements beyond half the size of the sensor have to be performed. The linear behavior is found in thermally thick and 
thin samples. Experimental results are performed using sensors of different sizes, particularly 50 μm x 50 μm, 1 mm x 1 mm and 4 
mm x 4 mm.
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This work is focused on a vertical receiver made of Graphene-Metal-Graphene-Insulator-Metal junction (G-MGIM), which is a kind 
of Metal-Insulator-Metal (MIM) junction. MIM junctions are quantum diodes, which operate at room temperature and can sample 
infrared and even optical frequencies. G-MGIM is illuminated under Kretschmann and Reather’s configuration [2] which permits 
an external illumination distributed all along the MIM junction length. A well-established condition essential for this kind of illumi-
nation is given by the equation   (Fig. 1a). The angle fits the incident p-wave momentum, outside the junction, to 
the momentum associated with the TM polarized SPP-TW inside the junction p-wave momentum, outside the junction, and to the 
momentum associated with the TM polarized SPP-W inside the junction [2]. A distributed illumination generated by the astigmatic 
lens is used in order to stimuli the entire MIM junction and harvest the current. 

Figures 1 and 2 illustrate two layers of graphene, one in contact with metal and another in the region where the SPP-TW is induced. 
Graphene has been already employed in vertical quantum rectifiers [4]. The convenient illumination technique introduced above 
necessitates a metal layer. We consider a junction made with a sandwich-like of graphene-aluminum-graphene-alumina-aluminum. 
The high conductivity of the aluminum at 30THz together with graphene is physisorbed on Al justifies its election. The inner layer 
of graphene pursues boost the asymmetry in the current-voltage curve by means of an active barrier of electric potential induced by 
the Seebeck effect which is created in the graphene by the SSP-TW [4]. 

The goal of the present work is to study the top layer graphene as a spreader of heat [5]. At room temperature, Al follows the Wiede-
mann-Franz law and an increment in temperature means a reduction in the electric conductivity, also the calculated ϴ cannot agree 
on the desirable one, due to its dependency on the complex electric permittivity of the metal which varies with the temperature [6]. 
Here, we show how the top layer of graphene extracts heat from the top metal contact and moves it to the bulky lateral metal paddles 
which simply sink the heat.

The Model. First, we solve the curl Maxwell equations using auxiliary differential-equation difference-time-domain-technique 
(ADE-FDTD) and illuminating the structure [7]. We record the electromagnetic field in the top metal layer during a period of laser 

trec.Therefore, we determine the heat equation: . The thermal con-
ductivity of the metal (Fig. 3), as well as the insulator value, are lower than in bulky block [8], also graphene thermal conductivity 
has been reduced assuming the same behavior.  Electromagnetically, graphene is treated as a 2D conductivity layer as a boundary 
condition [9]. In [9] the range of frequency allows considering only intra-band conductivity. In mid-infrared the inter-band conduc-
tivity dominates and it cannot be removed from the calculation. We consider the first term of Taylor series
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We compare the temperature distribution, from the top metal contact to the rest of the sandwich without graphene as it is portrayed 
in Figs.5, with the one same distribution when there is a layer of graphene on the metal. At room temperature we find in [7] a re-
sponsivity of which is approximately twelve times the responsivity achieves by a traveling-wave in [10] at 10µm (see figure 
6 in [10]). Fig.4 can explain this difference. To preserve a constant temperature on the top metal contact is important, and a simple 
layer of graphene works as a cooling system that guarantees this under an intense laser power.
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The management and control of heat flux require the design of high-efficient devices, such as rectifiers. The rectification of the ra-
diative flow has been theoretically discussed in the literature and the use of VO2  has been suggested for the construction of devices, 
mainly due to the possibility of taking advantage of thermal hysteresis and the dependence of emissivity with temperature [1-5]. 
In this work, the experimental design and preliminary results of a macroscopic VO2-based thermal diode operating in the far-field 
regime are presented and discussed. Our system consists of two terminals, the first one is composed by a thin VO2 film deposited 
on sapphire and the second consists of a heat flux meter, both terminals are attached to a temperature control system, in order to 
establish an appropriate temperature gradient between them, which allows us to record their temperatures and exchanged heat flux 
with high accuracy, stability, and reproducibility. By varying the temperature of the VO2-based terminal around the transition tem-
perature (68 °C) of VO2, a rectification factor as high as 40% is obtained. As this rectification is driven by the radiative heat flux, 
higher rectification factors are expected for a thermal diode operating in vacuum, which is an ongoing work in our laboratory. Our 
design can also be the basis to extend the methodology to use a large variety of phase-change materials operating on a broad range 
of temperatures.
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Calibration in gas-microphone photoacoustics is not easily achieved, mainly due to the impossibility of finding two identical micro-
phones needed for the differential set-up (each of them introducing non-linear influence on the recorded PA response).

 In this work, the methodology is developed which determines the influence of the used microphone, manifested through five charac-
teristic frequencies which are functionally bonded to electronic and geometrical properties of the device. This is accomplished with 
the implementation of two-layer deep neural networks (fig. 1), enabling the filtration of the measured signal and thus removing the 
influence of the measurement chain on the photoacoustic response. 

Fig. 1. An MLP with two hidden layers 

Case study is done on PA measurements of laser-sintered polyamide (PA12), calibrated onto PA response of aluminum. Analysis 
of the obtained regression model for the prediction of the microphone parameters of PA response of aluminum is given in table 1. 

Table 1. Analysis of the regression model for the prediction of the microphone parameters
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It is proven that this methodology  successfully calibrates the measurement of examined samples onto a reference sample response, 
also filtrated from the measurement chain influence. It is also demonstrated that this procedure expands the frequency range for 
inverse solving of the PA problem, aiming at the estimation of thermal and optical sample properties, as well as improving their 
accuracy. 
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Anisotropic materials are ubiquitous in a wide range of applications such as electronics, thermoelectrics, and high-temperature 
superconductors, in all of which the thermal properties of the materials play a critical part. There are only a few experimental 
techniques that can be used to measure in-plane anisotropic thermal conductivity. An extension of time-domain thermoreflectance 
(TDTR) which utilizes offset pump and probe laser locations to measure in-plane thermal transport properties of multilayers mate-
rials was previously proposed [1-2]. In this work, we first conduct detailed signal sensitivity analyses for the beam-offset technique 
and show how it depends on the laser spot size and the modulation frequency. We use the full-width half-maxima of the out-of-phase 
beam offset sweep in a negative delay line position (e.g., −100ps), for calculating the in-plane thermal transport properties recom-
mended by Feser et al. in [2]. The accuracy and limitations of the method are discussed based on measuring the in-plane thermal 
conductivity tensor of highly-oriented pyrolytic graphite (HOPG). 
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An experimental setup and optimized method for evaluating the heat loss coefficient averaged by the sample surface haverage are pro-
posed in this work. A thermal camera along with the heat flow sensors were used to measure the heat loss coefficient in an absolute 
(non-relative) way. A numerical simulation was also done where minimum approximations are applied and no further adjustments 
with complicated theoretical models were necessary. Later, it was experimentally demonstrated that the heat loss coefficient does 
not depend on the thermal properties of the metal sample. The influence of the difference of the temperature of the sample with the 
room temperature, on the factor h is monotonously increasing independent from heating or cooling regime. The proposed method 
has the advantage that the value of heat loss coefficient is obtained experimentally, and the results are congruent with the COMSOL 
simulation outcomes.

Experiments were performed for the different samples with 12 heat flow values applied for each sample. Work was carried out in a 
steady state, in two modes: heating mode and cooling mode of the samples. Equality was always maintained for each measurement  
Φ1  = Φ2. Thermal relaxation time of the entire construction was also measured. Depending on the metal sample this time was from 
30 sec to 45 sec. To ensure steady-state work for each measurement, the temperature was measured at least 30 minutes after chang-
ing the experimental conditions maintaining the equality between  Φ1 & Φ2.

The thermal camera along with the heat flow sensors can be used to measure the heat loss coefficient in an absolute (non-relative) 
way. An advantage of the proposed method is that the heat loss coefficient is obtained experimentally. Furthermore, in this proce-
dure, minimum approximations are applied and no further adjustments with complicated theoretical models were necessary. It has 
been experimentally demonstrated that the heat loss coefficient does not depend on the thermal properties of the sample. The in-
fluence of the difference between the sample´s temperature with the room temperature, on the factor h, is monotonously increasing 
without regard to the regime "to heat" or "to cool". Having knowledge of the heat loss coefficient can reduce errors in the results 
obtained from using this configuration to determine the thermal properties of the material.
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Photoacoustic spectroscopy (PAS) is a sensitive technique for trace gas detections [1-2]. The PAS signal is generated through the 
absorption of the modulated light by the samples inside the photoacoustic cell. This periodically varying pressure changes are de-
tected with sensitive acoustic sensors, such as capacitive and electret microphones. Other types of acoustic sensor are developed to 
improve the detection sensitivity. Among them the most promising one is the optical sensor based on MEMS cantilever [3]. 

Since most PAS signals are in lower acoustic frequency range and the detection suffers from the environmental noises and vibra-
tions. Therefore, only improving the sensitivity of the sensor may not yield optimal performance. The ability to suppress the envi-
ronmental acoustic interference is very important for the detection system. This paper describes an optical PAS sensor based on a 
differential torsion beam design that has both high detection sensitivity for PAS signals and good performance on environmental 
noise suppression.

The differential torsion beam is firstly modeled with the finite element analysis as shown in Figure 1 (a). For comparison, Figure 1(b) 
shows the result for the cantilever design. The effects of air gap, beam length and other parameters on its frequency and amplitude 
characteristics are studied. For experiments, two types of MEMS sensor are fabricated with precision laser cutting on silicon wafers. 
The responses of the sensors are measured with a sensitive laser interferometry measurement system. The acoustic characteristics of 
the differential torsion beam are analyzed.

Fig. 1. Stimulation for two types of optical PAS sensors. (a) Differential torsion beam; (b) Cantilever. 
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The separation of two closely located defects in fields of Thermographic NDE is very challenging. The diffusive nature of thermal 
waves leads to a fundamental limitation in spatial resolution. Therefore, super resolution image reconstruction can be used. A new 
concerted ansatz based on spatially structured heating and joint sparsity of the signal ensemble allows an improved reconstruction 
of closely located defects [1,2]. This new technique has also been studied using 1D laser arrays in active thermography [3,4]. 

The post-processing can be roughly described by two steps: 1. Finding a sparse basis representation using a reconstruction algorithm 
such as the Fourier transform, 2. Application of an iterative joint sparsity (IJOSP) method to the firstly reconstructed data. For this 
reason, different methods in post-processing can be compared using the same measured data set. 

The focus in this work was the variation of reconstruction algorithms in step 1 and its influence on the results from step 2. More 
precise, the measured thermal waves can be transformed to virtual (ultrasound) waves that can be processed by applying ultrasound 
reconstruction algorithms and finally the super resolution algorithm [1,3]. Otherwise, it is also possible to make use of a Fourier 
transform with a subsequent super resolution routine. These super resolution thermographic image reconstruction techniques in 
post-processing are discussed and evaluated regarding performance, accuracy and repeatability. The results of both methods are 
shown in Fig. 1.
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Motivation and Objective

This research employs a quantitative laser ultrasound visualization system (QLUVS) for the full-field mechanical property mapping 
in plate-like structures. The QLUVS has the advantage of fast, full-field and quantitative inspection. The QLUVS uses a pulsed laser 
generate acoustic waves with fast scanning mechanism to reach two dimensional scanning goal and then detected with a piezoelec-
tric longitudinal transducer. By utilizing QLUVS, the spatial and temporal information of guided wave can be obtained with further 
signal processing, the velocity map can be extracted. Finally the analytical model and inversion algorithm will be integrated into 
QLUVS for the full-field mechanical property mapping purpose.

Methods 

The ultrasound based technique, via generating with a pulsed laser and detecting with a transducer, quantitative laser ultrasound 
visualization (QLUV) system is developed. The QLUV system employs the pulsed laser to scan over the interested area on the 
surface of an arbitrary shape of material then detects with a piezoelectric transducer. With the aid of reciprocal theorem, dynamic 

behaviors of wave propagation can be reconstructed. With the QLUV 
system, the real image of Lamb wave propagation can be obtained and 
investigated. Further this research develops a novel algorithm called 
mechanical property mapping reconstruction algorithm, including spa-
tial data interpolation method and database inversion method based on 
QLUVS to obtain the full-field mechanical property.

Results and discussion

The application of our algorithm to the thickness inversion of QLU-
VS data acquired on 1mm thick aluminum plate with machined defect.  
For aluminum with two defects, Fig. 1 shows the resolved wavefronts. 
According to these results, reflected wave and scattered wave can be 
observed obviously. Fig. 2 illustrates the application of our algorithm to 
the thickness inversion of QLUVS data acquired on 1mm thick alumi-
num plate with two machined defect. Utilizing the mechanical property 
mapping reconstruction algorithm, the thickness mapping can be recon-
structed. It is shown thickness variation obviously.

Conclusions

This research demonstrates a inversion technique for the characteri-
zation of full-field material properties based on quantitative laser ul-
trasound visualization system. Utilizing the development of the full-
field mechanical property inspection technology, full-field mechanical 
property measured by non-destructive, high-speed and high-precision 
measurements can be obtained in qualitative and quantitative results.
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Downscaling of analytical chemistry to nanofluidics (101-103 nm) provides ultra-sensitive analytical devices at single cell and 
single molecule level due to the ultra-small space [1], and sensitive detection method applicable to nanofluidics is strongly re-
quired. Label-free detection is also essential for targeting wide range of analytes. In our group, photothermal optical phase shift 
(POPS) detection method was developed and realized label-free protein molecule detection in 21 µm × 900 nm channel with 
LOD of 600 molecules [2]. However, for smaller channel than 900 nm, sensitivity of POPS rapidly decreases due to thermal 
diffusion to glass substrates. This physical limitation hinders POPS from applying to 101-102 nm channel. Here, we propose novel 
photothermal-based detection method for 101-102 nm channel: photothermal optical diffraction (POD). In this study, experimen-
tal setup was optimized and detection performance was evaluated. Also, signal enhancement by solvent effect was confirmed.

Figure. 1 shows the principle of POD. Because width of nanochannel (101 nm-102 nm) is smaller than the focused probe beam 
spot (~µm), focused probe beam is diffracted by nanochannel, and diffracted light intensity (PD) depends on the refractive index 
difference (∆n) between glass substrate (n=1.46) and water (n=1.33). Focused excitation beam induces photothermal effect of 
target molecules in the channel, followed by refractive index change of water and glass substrate due to the thermal diffusion. 
Refractive index response for temperature (dn/dT) of glass is 9.8×10-6 and dn/dT of water is -9.1×10-5. Therefore, ∆n becomes 
larger by photothermal effect, followed by diffracted light intensity change (∆PD) which is proportional to the number of mole-
cules in the channel. In this detection principle, heat diffusion to the glass substrate also contributes to signal; POD is applicable 
to 102 nm channel.

Experiments and Results

Experimental setup is shown in Figure. 2. Width and depth of nanochannel were 400 nm, respectively. Sunset Yellow (ɛ=4800 at 532 
nm) aqueous solution was introduced to the channel. First, experimental conditions such as modulation frequency, laser intensity 
and detection position of diffracted light were optimized. Figure. 3 shows calibration curve for optimized experimental conditions. 
The limit of detection (LOD) is defined as a concentration that gives signal equivalent to background + 4σ, and σ is calculated 
from signal fluctuation of lowest concentration samples. The calculated LOD was 6.5 µM, which corresponds to 900 molecules in 
a detection volume of 0.23 fL. Then, signal enhancement by solvent effect was confirmed. Sunset Yellow ethanol solution and Su-
danIV (ɛ=17700 at 532 nm) acetonitrile solution was introduced to the channel, and sensitivity were compared with Sunset Yellow 
aqueous solution. Relative sensitivities for absorbance were shown in Figure. 4. By using ethanol solution and acetonitrile solution, 
sensitivities for absorbance were 1.9 and 3.9 times improved, respectively. The calculated LOD of SudanIV acetonitrile solution 
was 0.4 µM (60 molecules). 
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Conclusions

By optimizing experimental condition of POD, LOD of 900 molecules was achieved in 102 nm channel. Furthermore, LOD of 60 
molecules was achieved by using acetonitrile as a solution. Our method will be widely used for chemical and biological analyses in 
102-103 nm space.

Acknowledgements 

The authors gratefully acknowledge the financial support from the CREST (Core Research for Evolutional Science and Technology) of the Science 
and Technology Corporation (JST) of Japan

References 

1.	 T. Nakao, Y. Kazoe, K. Morikawa, A. Yoshizaki, K.Mawatari and T. Kitamori, The Proceedings of TAS, 1, 133–134 (2018)
2.	 H. Shimizu, N. Miyawaki, Y. Asano, K. Mawatari, and T. Kitamori, Analytical. Chemistry., 89 (11), 6043–6049 (2017) doi:10.1021/acs.
analchem.7b00630



396

E	 Methodologies of Photothermics, PA/OA,  
	 and Related Techniques

EP 038
Determination of doping density and electrical resistivity  
of Si wafers with cavity ring-down technique  

Qian WANG, Weiguo LIU, Lei GONG, Liguo Wang, Yaqing LI, Rong LIU

School of Optoelectronic Engineering, Xi’an Technological University, Xi’an 710021, China

qianwang@xatu.edu.cn

The four-point probe method and eddy current mapping is commonly used to measure resistivity (ρ) and doping density (Nd ). 
[1] Recently, various contactless resistivity and doping density measurement methods based on photoluminescence (PL), such as 
dynamic PL [2], photocarrier radiometry [3] and lock-in carrierography [4] are also proposed. In this paper, a novel measurement 
method for doping density and resistivity of silicon wafers based on cavity ring-down (CRD) technique [5] is presented. The 
resistivity of wafers obtained by means of this methodology were compared with those obtained with conventional four-point 
probe measurements. The results indicated that the proposed method can be an alternative non-destructive tool for doping density 
and resistivity measurements.

Fig. 1. (a) Configuration of a model cavity. (b) The normalized CRD signal for Si wafers with different doping density. (c) The decay time constant 
versus doping density of Si wafers. 
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Photoacoustic Spectroscopy (PAS) is an extremely sensitive method for the detection of trace gases. It is based on the absorption 
of electromagnetic radiation and the non-radiating transfer of absorbed energy into heat. If the radiation is periodically modulat-
ed, expansion of the absorbing gas results in an acoustic wave with the modulation frequency [1]. We developed a photoacoustic 
analyzer for Volatile Organic Compounds (VOCs) that could serve in future breath tests for the detection of the lung cancer bio-
markers 2-butanone, 1-propanol, isoprene, ethylbenzene, styrene and hexanal [2]. The analyzer is based on a continuous-wave 
Optical Parametric Oscillator (cw-OPO) as radiation source and an all-optical Mach-Zehnder modulator. The photoacoustic 
signal is detected by a digital MEMS microphone [3].

The concentrations of the single components are determined by multivariate analysis of the photoacoustic spectra. In this process 
it has to be considered that interdependencies of predictor variables (PA signal) could negatively affect the accuracy of the results. 
A variable selection or dimension reduction can prevent this [4]. Figure 1 illustrates the classification of the different approaches.

Fig. 1. Classification of variable reduction methods. 

The following methods (circled with a solid line in Figure 1) were compared for the analysis of photoacoustic biomarker spectra: 
-	 Multiple Linear Regression (MLR),
-	 Feature Subset Selection (FSS) by Random Forest approach (RF) or backward elimination and subsequent MLR, 
-	 Dimension Reduction by Principal Component Analysis (PCA) and subsequent MLR,
-	 Partial Least Squares Regression (PLS).
FSS (RF+MLR), PCA and PLS showed increased accuracy (smaller error) and increased precision (higher cross-validation score) 
compared to MLR. PLS provided the best results.

A further approach could be to combine Feature Subset Selection with Dimension Reduction to further enhance the prediction.
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Motivation and Objective

In this research, a procedure employing a laser ultrasound technique (LUT) and an inversion algorism is reported for nonde-
structive characterization of mechanical properties of 3D printed, or additive manufacture (AM) parts. For traditional substation 
manufacture (SM) such as milling or drilling, parts machined from relatively uniform bulk materials are stable and naturally ex-
hibit higher strength. AM produces parts with a layer-by-layer way. As a consequence, these AM-manufactured parts suffer from 
inhomogeneity across layers and relatively lower strength. While used as load supporting components in critical applications, the 
AM parts need to demonstrate their stable mechanical properties. The research demonstrates that the additive manufacture parts 
is non-homogeneous for elastic modulus across the thickness direction. Laser ultrasound technique is used to characterize the 
inhomogeneous elastic property in a nondestructive way.

Methods 

A ultrasonic method is employed to measure the elastic moduli of the 3DP samples in a nondestructive way. In the ultrasonic 
testing, a laser ultrasound technique is used to measure the dispersion spectra of guided waves propagating along the 3DP sam-
ples. Dispersion spectra of the guided waves are obtained. An inversion procedure is than employed to extra elastic moduli of 
the tested sample based on the measured dispersion spectra. Fig. 1 shows a schematic for the experimental configuration of the 
LUT system.

Results and discussion

Fig. 2 shows the measured dispersion spectra with the LUT for the four 3DP samples with different thickness.



399

E       Methodologies of Photothermics, PA/OA,  
	 and Related Techniques

Fig. 2. Measured dispersion curves for the 4 3DP samples.

Conclusions

A procedure combining a laser ultrasound technique (LUT) and a simplex-based inversion algorism is reported to characterize 
material and geometrical properties of 3DP tubes with different levels of hydrogen-charging. The reported procedure demon-
strates its ability to obtain mechanical properties such as elastic moduli in a nondestructive way. The reported procedure is a 
remote, non-contact optical technique, and therefore is suitable to characterize 3DP tubes normally operated in irradiative and 
temperature-elevated environments.
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3D chip packaging utilizes multi-layer stacking technology to greatly increase the density of the IC devices. The stacked IC chips 
are bonded between layers. The bonding quality is extremely important since any delamination between layers will severely af-
fect the heat dissipation of the chips that may result in the failure of the devices. So in the production process, the detection of the 
delamination will be very desirable. At present, the most widely used tool in the industry is the scanning ultrasonic microscope, 
which has very slow detection speed and requires the samples to be immerged in water. So it’s not suitable for inline production 
applications [1].

Laser scanning thermography has the potential to be applied to inline bonding inspection for IC chip 3D packaging. As a laser 
line is scanned across the chip, the absorbed heat will transmit into the under layers. Poor bonding will result in voids and delam-
ination between chips that will affect the thermal conductions and can be detected. [2-3].

A two-dimensional model describes the surface temperature distribution of the sample under linear laser scanning is established. 
A laser scanning thermographic system is built for the experiments. Fig. 1 is the result for a sample with delaminated chip bond-
ing. The affected areas are clearly shown in Fig.1 (b). For comparison, Fig.1 (c) shows the result from the ultrasonic microscope, 
which verified the delaminated areas.   

Fig. 1. The result of a sample test: (a) Optical image of the sample; (b) IR image by laser scanning thermography; (c) Image of the ultrasonic 
microscope.
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The nondestructive evaluation of materials is a fundamental tool for the industrial production, as it can significantly contribute to 
improve the design of the components and to the assessment of the production quality [1,2]. Several methods and techniques are 
available to analyze material samples and investigate the chemical, structural, or thermal properties [3]. The latter are of great im-
portance, for example during the design phase of a components. The thermal properties are used as input of simulation models [4] 
and providing accurate data to the models is the basic condition to obtain reliable predictions. A predetermined value of a thermal 
property could be also the desired requirement of an industrial component. The measurement on a component coming from different 
production batches could help the manufacturer to identify anomalous products [5]. Broadly speaking, the use of a nondestructive 
method is a great advantage, especially when dealing with real-size mockups [6] or when performing on-site evaluations [7]. 

Amongst all available methods for determining the thermal properties [8], one of the most popular is the Laser Flash Method (LFM) 
[9]. The LFM is a procedure where a heat flux is applied on the front face of a specimen and the temperature is measured on the 
back of the specimen [10–12]. The LFM is typically applied to small size disk-shaped specimens in order to measure their thermal 
diffusivity (α value). The main advantages of this method are simplicity, rapidity of measurement, and the possibility to measure the 
thermal diffusivity on a wide range of materials also within a wide temperature range. The LFM is chosen also because it gives the 
possibility of obtaining the thermal conductivity, if a procedure with adequate reference samples is used or if other thermal proper-
ties are measured. In the second case the knowledge of the density (ρ), that could be measured through the Archimedes principle, 
and of the specific heat (cp), that could be obtained through differential scanning calorimetry (DSC), makes it possible to calculate 
the thermal conductivity as the product of the density, the specific heat, and the thermal diffusivity [13]. 

The original LFM method has been widely studied and applied, expecially for the characterization of thermal barrier coatings 
(TBC) [14–17]. Several modifications has been proposed, both from the mathematical [18] and from the experimental stand-
point [19] to improve the results. One critical issue is limiting the input power, that for some ranges of thermal properties and 
thickness of the specimen may lead to an unwanted and nonuniform overheating [16]. Vozàr and Hohenauer [20] proposed to 
divide the energy of a single laser pulse across smaller repeated pulses, obtaining results comparable to the traditional technique. 
Recently, Ruffio et al. [21] explored the use of a high speed laser pulse train in order to improve the signal-to-noise ratio. This 
study proposes a novel experimental setup that allows the automatic repetition of single pulses with a user defined time delay 
between each pulse. This leads to an increase of the signal-to-noise ratio, depending on the number of replicas of the experiment 
as shown in Fig. 1.

Fig. 1. Results of the AISI 304 specimen measurements. Experimental data and fitting curve for a single shot (a) and for the average of 100 shots (b).
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