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We present the results of an analytical study and numerical simulation of the dynamics of a super-

conducting three-Josephson-junction (3JJ) flux qubit magnetically coupled with rapid single-flux

quantum (RSFQ) logic circuit, which demonstrate the fundamental possibility of implementing the

simplest logic operations at picosecond times, as well as rapid non-destructive readout. It is shown

that when solving optimization problems, the qubit dynamics can be conveniently interpreted as a

precession of the magnetic moment vector around the direction of the magnetic field. In this case,

the role of magnetic field components is played by combinations of the Hamiltonian matrix ele-

ments, and the role of the magnetic moment is played by the Bloch vector. Features of the 3JJ qubit

model are discussed during the analysis of how the qubit is affected by exposure to a short control

pulse, as are the similarities between the Bloch and Landau-Lifshitz-Gilbert equations. An analysis

of solutions to the Bloch equations made it possible to develop recommendations for the use of

readout RSFQ circuits in implementing an optimal interface between the classical and quantum

parts of the computer system, as well as to justify the use of single-quantum logic in order to control

superconducting quantum circuits on a chip. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4995627]

1. Introduction

Modern experimental studies on superconducting

qubits require precise control over their states while simul-

taneously minimizing the inverse effects of readout and

control circuits on quantum circuits. One of the most prom-

ising ideas in this arena has been the attempt to combine

qubits with classical lines of rapid single-flux quantum

(RSFQ) logic circuits.1–9 The use of such cryogenic digital

electronics can provide a more reliable method of control-

ling the quantum circuits on a chip, than control and read-

out using EM control pulses sent over coaxial cables. A

serious drawback of traditional RSFQ circuits is the use of

shunted Josephson junctions that introduce energy dissipa-

tion to quantum computing systems. Minimizing the contri-

bution of control RSFQ circuits to the decoherence

processes in quantum register states is an important part of

developing the optimal interface between the classical and

the quantum parts of a computer.

The very first experiments with flux qubits used a non-

shunted superconducting quantum interference device

(SQUID) for state readout; the device changed to a resistive

state with one direction of the circular current in the qubit

and remained in the superconducting state at the other, when

a current pulse was applied. An analogue of this readout

method could be the use of one of the more common ele-

ments of the RSFQ library, which is a balanced comparator.

Depending on the ratio between the current induced by the

qubit magnetic flux and the reference current, when the read-

out pulse arrives at the balanced comparator input, a single-

flux quantum (SFQ) pulse can be formed at the output of the

circuit, symbolizing the logic unit in RSFQ circuits (the

absence of a single-flux quantum pulse per clock period

denotes a logic zero).

A successful example of applying interface RSFQ cir-

cuits to the study of quantum systems is Ref. 2, in which the

classical circuits were used to control the state of one type of

flux qubit, known as the vortex qubit. A RSFQ converter of

the analog signal into the single-flux quantum pulse, also

known as a DC/SFQ converter, was used to initialize the sys-

tem, which involves the entry of a Josephson vortex into a
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long Josephson junction. A so-called RS flip-flop, which

changes its state when a magnetic flux quantum U0 appears

at its input, is connected to the other end of the long

Josephson junction for qubit state readout.

In order to implement a weakly perturbing readout of

the qubit states using RSFQ circuits2–9 the use of SFQ

pulses (fluxons) and Josephson transmission lines (JTL)

was proposed, based on long non-shunted transitions. Due

to the weak magnetic coupling with the flux qubit, effective

potential arises across the JTL, which spreads the propagat-

ing ballistic fluxon. The qubit state in such a circuit deter-

mines the change in fluxon propagation time from the

generator (G) to the “SFQ Detector,” which is measured

using a comparison circuit with a reference line (using

comparator C).

Further optimization of this concept10 by way of detec-

tor circuit symmetrization allowed for further significant

reductions in the inverse effect the readout process has on

the qubit due to the magnetic coupling of the qubits with

both detector JTLs, such that the fluxons at each shoulder

are scattered on induced current inhomogeneities [Fig. 1(a)].

With this type of coupling the inverse effect on the qubit is

determined by the accumulated time delay between fluxons,

and not by the size of the JTL segment coupled with the

qubit. With the parameters chosen in Ref. 10, the pulse area

that is dependent on the time of the effective magnetic flux

turns out to be an order of magnitude smaller for the symme-

trized circuit [Fig. 1(b)], as opposed to the original circuit

proposed in Ref. 3.

It is important to emphasize that the described approach

can also be used for traditional RSFQ circuits based on dis-

crete JTLs, which are a parallel junction of non-shunted or

weakly shunted contacts, as well as for simultaneous readout

of N qubit states. To do this, after exiting the single-flux

quantum pulse generator a fluxon must pass through a split-

ter tree, at the output of which 2N of such single-flux quan-

tum pulses are simultaneously assigned to the described

interferometric detection circuits [Fig. 1(a)].

The task before this article is to analyze the dynamics of

the Josephson qubits over the course of such readout proce-

dures. In addition, we plan to demonstrate that under certain

conditions the interaction of an artificial atom and the JTL

can be used to generate controllable changes to its state at

picosecond times.11–13

2. The dynamics of the Josephson qubit state during fluxon
interaction

2.1. Readout and control: selecting the fluxon exposure
parameters

Let us begin our discussion on the dynamic behavior of

a superconducting flux qubit in an alternating magnetic field

from the simplest two-level approximation, when the partic-

ular type of qubit is not specified14

H tð Þ ¼ 1

2
Drz þ e tð Þrxð Þ; (1)

where the time independent distance between the qubit lev-

els D is coupled with the transition frequency between levels

x01 ¼ (E1 � E0)�h (excited “1” with energy E1 and ground

“0” with energy E0). In turn, the control function e(t) is

related to amplitude A and envelope f(t) by the relation e(t)
¼ 2Af (t).

Within the framework of our concept13 we propose that

it is through the minor diagonal matrix elements of the

Hamiltonian that the effects of the external “unipolar” mag-

netic field on the state of the qubit are manifested, and that

the characteristics of this magnetic field are the envelope and

the amplitude. We associate this effect with the wave of cur-

rents propagating across the JTL coupled with the qubit dur-

ing fluxon motion. The most characteristic [see Fig. 1(b)]

shape of the envelope f(t) of the pulsed unipolar field is the

continuous Heaviside function with triangular smoothing

along the edges

f tð Þ ¼

1

t0

t� tinð Þ; tin � t < tin þ t0

1; tin þ t0 � t � toff � t0

1

t0

toff � tð Þ; toff � t0 < t � toff :

8>>>>>><
>>>>>>:

(2)

Here the duration of the effect s ¼ toff � tin � 2t0 is in the

sub-nanosecond range, and the time t0 is responsible for the

smooth change in the pulse amplitude.

In Sec. 2.2, we will return to the details of the

Hamiltonian (1) and present the results of considering a

more realistic qubit model that are based on a rigorous

analysis of the Hamiltonian of a three-Josephson-junction

loop.

.

.

.

Fig. 1. (a) A sketch of the readout circuit based on a symmetric ballistic fluxon detector for a system of N qubits (Q). (b) The magnetic flux acting on the qubit

as a function of the normalized time of ballistic fluxon interaction. Dashed and dash-dotted lines show the dependences for different polarities of the qubit

magnetic flux for an asymmetric detector. The red solid line shows the dependence of the magnetic flux of the inverse effect in the symmetrized scheme [10].
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In general the process of destroying the coherent state of

the qubit will be considered as the interaction of the artificial

atom and the bosonic reservoir containing a large number of

degrees of freedom. In this case, the Hamiltonian of the sys-

tem will look like

Hs ¼ H þ
X

q

xqbþq bq þ Fzrz þ Fxrx; (3)

where the first term H is the qubit Hamiltonian, defined by

Eq. (1); the second term is the Hamiltonian of the bosonic

reservoir, where bq and bþq are the boson creation and annihi-

lation operators and xq is the frequency of a boson with

angular momentum q; the last two terms are responsible for

the interaction of the qubit and the bosonic reservoir, and r
¼ {rx, ry, rz} is the set of Pauli matrices. The Hermitian res-

ervoir operators Fz, Fx, which are responsible for the longitu-

dinal and transverse relaxation of the system, can be

represented as a linear combination

Fz;x ¼
1ffiffiffiffi
V
p

X
q

gz;x qð Þbq þ
X

q

gþz;x qð Þbþq
� �

;

wherein gz,x(q) are the coupling constants, V is the system

volume. The statistical properties of the reservoir operators

Fz, Fx are determined by the correlation functions

Kðt� t0Þ ¼ hFz;xðtÞFþz;xðt0Þi.
A noise model with a smooth spectrum (“white noise,”

the spectral density of which has no singularities) was cho-

sen at the first stage of analyzing the effects a fluxon has on

a qubit. In this case the thermostat correlation time is much

less than the actual relaxation time of the subsystem, which

makes it possible to use the Markovian approximation in

deriving the equations for the subsystem of the density

matrix q. In addition, in deriving the equation for the qubit

density operator, the second order of perturbation theory was

used for the interaction of the subsystem with the qubit ther-

mostat—the Born approximation.15 Taking into account the

approximations that were made, the equation for the density

matrix is written in the form

dq̂
dt

t; q̂ tð Þð Þ ¼ i

�h
q̂ tð Þ; Ĥ tð Þ
� �

þ Cf

2
r̂zq̂ tð Þr̂z � q̂ tð Þð Þ

þCe

2
2r̂�q̂ tð Þr̂þ � r̂þr̂�q̂ tð Þ � q̂ tð Þr̂þr̂�ð Þ;

(4)

wherein the velocity Cf characterizes the dephasing process

with the characteristic time Tf ¼ 1/Cf, the parameter Ce

correlates to the energy relaxation rate (Te ¼ 1/Ce),
14 and r6

¼ (rx 6 iry)/2. The results of a number of experimental

studies16–18 allowed us to justifiably omit thermal excitation

processes (spontaneous “uplift” due to temperature) because

the probability of such processes is several orders of magni-

tude less than the values typical for the relaxation mecha-

nisms being considered.

For further analysis we transform the Hamiltonian

H!H�h and measure D and e(t) in rad/s. The density matrix

can be conveniently expanded in a complete set

q ¼ 1
2
ðI þ r � RÞ, wherein I is the identity matrix, then Eq.

(4) will be equivalent to the system of equations for the com-

ponents of the Bloch vector R ¼ Tr (rq(t))

_Rx ¼ �2DRy � 4Cf Rx � CeRx;

_Ry ¼ 2DRx � 2e tð ÞRz � 4Cf Ry � CeRy;

_Rz ¼ 2e tð ÞRy � 2CeRz � Ce:

8>>><
>>>:

(5)

The initial state corresponding to the ground state of the

qubit with energy E0 will be written in this case as

R tinð Þ ¼ 0:0;�1ð Þ;

And the population probabilities of the ground (“0” with

energy E0) and excited (“1” with energy E1) states are writ-

ten, respectively as

W0 tð Þ ¼ 1� Rz

2
; W1 tð Þ ¼ 1þ Rz

2
:

It should be noted that in the experiments with

qubits17,18 the mechanism of transverse relaxation (dephas-

ing) usually substantially dominates the process of energy

relaxation, i.e., Tf� Te.

The effect a fluxon has on a qubit is determined by two

parameters within the framework of the chosen model,

which are A (amplitude), and s (duration) and can be exper-

imentally controlled to some extent, thereby changing the

nature of the quantum system’s evolution. Figure 2 shows

the contour plot of the time evolution for the probability of

the qubit transition W0(t) from the ground to the excited

state with smooth scanning of the signal amplitude A, and

the black dashed lines show the profile boundaries of the

unipolar excitation pulse. The initial instant (t ¼ 0) when

the qubit is initialized (is ready in the ground state with

energy E0) corresponds to the red areas on the contour plot

(Fig. 2). The state of the system is invariant up until the

Fig. 2. The contour plot of the time evolution of population W0(t) of the

qubit ground state (D/h ¼ 1 GHz) when scanning by the amplitude A of the

acting unipolar pulse. The typical curves for the amplitude values and pulse

durations, at which the reliability of the logic operation reaches 0.001%, are

represented by white dots on the graph for the “NOT” logic operation, and

as yellow dots “Read” for the readout operation. The noise values Ce ¼
0.00001 GHz, Cf ¼ 0.00005 GHz.
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moment when the excitation field is turned on t ¼ tin.

During the exposure to a pulse with a given amplitude (hor-

izontal sections on the contour plot) there were observable

oscillations in the qubit-level populations, which looks like

a pattern of alternating red and purple areas on the figure. It

can be seen that as the amplitude of the exposure amplitude

increases the frequency of population oscillations

increases, which is also characteristic for modulated mag-

netic field (Rabi problem19–21) After exposure to the

pulse has ended the qubit population is formed, which

varies little and at times that are small in comparison to

the phase and energy relaxation times Tf, Te. The con-

ducted numerical experiments have shown that it is pos-

sible to select the pulse duration for a given signal

amplitude so as to:

(1) implement non-destructive readout of information with

the help of a Josephson ballistic detector;

(2) carry out quantum logic operations at picosecond times.

An analysis of the calculation results has shown that the

possibility of state vector flip-flop (“NOT” logic operation,

when “0”! “1” or “1”! “0”) depends on two criteria: first,

the energy of the external field must be comparable to, or

greater than, the distance between the levels in the qubit (D
¼ 2x12, A � D), and second, the pulse duration must be

related to the qubit frequency as x01s � 1, which was

shown earlier using an analysis of the Schr€odinger equation

as an example.13 Strictly speaking, two of the given condi-

tions are not independent and in turn impose limits on the

amplitude ranges and characteristic pulse durations for car-

rying out ultra-rapid “NOT” operations. For example, for a

reasonable system parameter chosen for simulation purposes

x01/2p ¼ 0.5 GHz, a flip-flop is possible with a minimum

amplitude A/h � 1.2 GHz, corresponding to a duration of s
� 1.3 ps. On Fig. 2 white dots show the characteristic curve

on the parameter plane of the fluxon effect, on which the

reliability F (Fidelity) of the transition from one basis state

to another reaches F ¼ 0.9999. Near this curve there is a

region of pulse parameter (duration and amplitude) fluctua-

tions where the operation error is no more than 2% (F ¼
0.98).

In addition, a situation in which after the unipolar

exposure the system returns to its initial state (“0”! “0” or

“1” ! “1”) is also considered, which is very interesting

from the perspective of implementing a rapid non-

destructive readout of quantum information. In this case

there are no strict limitations to the duration or amplitude

of the pulse, and at small values of the latter (A � D) there

are no observable oscillations between the basis levels of

the qubit. The characteristic curve for the pulse parameters

of operation fidelity F ¼ 0.9999 is shown on Fig. 2 with

yellow dots.

For a more detailed study of how the decay processes of

coherent states impacts the behavior of such rapid opera-

tions, the time dependences of qubit population for different

values of Cf were constructed (see Fig. 3) for both readout

and write operations (based on the “NOT” operation). It is

clearly visible that the increase in the rate of phase relaxation

(phase failure) leads to an equilibrium population of qubit

levels at W0(t) ¼ 0.5.

It should be noted that in the study, the dependence of

the population behavior on the smoothing factor d ¼ (t0)�1

was also investigated. It turned out that the given parameter

has no effect on the changes to the qualitative characteristics,

since the pulse duration remains constant. Although, an

increase in the d parameter does cause a shift in the moment

of population “collapse,” the position of which corresponds

to the center of the f(t) function’s “plateau.” Note that even

for triangular pulse at d ¼ s�1 the earlier described logic

operations can be carried out.

2.2. Readout and control: analyzing the flux qubit Hamiltonian

The development of the proposed technique for analyz-

ing the dynamics of the qubit state under the influence of a

fluxon magnetic field requires the refinement of the system

Hamiltonian. A rigorous calculation of the Hamiltonian

matrix allowed us to demonstrate that sufficiently rapid

(picosecond) operations can be implemented by also time-

varying the main diagonal matrix elements of the qubit

Hamiltonian, which is exactly what happens during the inter-

action of the well-known three-Josephson-junction (3JJ) flux

qubit22,23 and the fluxon field. An analysis of the behavior of

such a system has been carried out, neglecting the induc-

tance of the superconducting circuit and the contribution of

the active resistance as per tradition, and assuming that the

quasi-stationarity condition is satisfied. The matrix elements

of the Hamiltonian will now be written with the conservation

of dimensionality in the atomic (or spin) orthonormal basis,

based on the functions that are “localized” in the vicinity of

Fig. 3. Dissipative time dependences of the qubit ground state population

W0(t) for information readout (a) and “NOT” operation (b) at different phase

noise values Uf, GHz: 0.00005 (1); 0.0025 (2); 0.005 (3); 0.025 (4); 0.05 (5);

and 0.25 (6). System parameters: D/h ¼ 1 GHz, Ue ¼ 0.00001 GHz, tin ¼ 1

ps, d ¼ 2 ps�1, (a) A/h ¼ 0.75 GHz and s ¼ 5 ps; (b) A/h ¼ 1.3 GHz and s
¼ 1.2 ps.
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the minimum of the effective potential energy of the

system:24

wr=l x1…xn; tð Þ � wr=l ¼
Yn

k¼1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
p

a
r=l
xk

q exp � nr=l
xk

� �2

=2

� �
;

nr=l
xk
¼

xk � xkð Þr=l
min

a
r=l
xk

: (6)

In generalized coordinates (x1…xn), this basis has the

form

ul=r x1…xn; tð Þ ¼
wl=r þ c wl þ wr

	 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� wlwr

	 
q ; (7)

wherein the constant c is defined as

c¼1

2
�1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� wlwr
	 


1þ wlwr
	 


s0
@

1
A; wlwr

	 

¼
ð
O

wlwrdx1 ���dxn: (8)

Here O ¼ {xk: xk 2(�1,1), k ¼ 1…n} is the domain of

definition for all generalized coordinates. The designations

“l” and “r” correspond to the left and right minima of the

potential energy profile of the flux qubit as a function of the

generalized coordinate. The wave function wl is localized at

the left minimum of this profile, and the function wr at the

right. For a physically meaningful construction of these

functions the potential energy profile was approximated near

each of the minima by the potential energies of the linear

harmonic oscillator, which made it possible to calculate the

constants ar=l
xk

from Eq. (6).

The flux qubit Hamiltonian with three Josephson junc-

tions 1,2, and 3 that have critical currents IC, IC and aIC (a ¼
(IC)3/(IC)1 2 [0.5; 1]), can be written as

Ĥ ¼ �
Xn

k¼1

�hxr=l
xk

2

@2

@ nr=l
xk

� �2
þ U; (9)

where the precise expression for the potential energy profile

looks like

U x1…xn; tð Þ¼EJ 2þa�2 cos h cos uþa cos 2p fz�2hð Þð Þ:
(10)

Here the generalized coordinates are expressed in terms of the

Josephson phases as h ¼ u1þu2

2
¼ x1 and u ¼ u1�u2

2
¼ x2.

With the chosen parameters, the magnetic flux through the

superconducting contour Uz can be assumed to be a given

for any moment of time, such that the condition u1 þ u2 þ
u3¼ 2p (fz þ1/2), fz � Uz/U0 �1/2, j fz j � 1 is valid. In the

expression for the Hamiltonian, the variables nr=l
h ¼

h�hr=l
min

a
r=l

h

and

nr=l
u ¼

u�ur=l
min

a
r=l
u

, were used, for which hr=l
min ¼ 6h	 þ 2p fz

2a2�1
4a2�1

,

h	 ¼ arccos 1
2a, ur=l

min ¼ 0. At the same time the constants from

Eq. (6) were determined from the general formulas for the

harmonic oscillator a
r=l
h ¼

ffiffiffiffiffiffiffiffiffiffi
�h

Mhx
r=l

h

q
, ar=l

u ¼
ffiffiffiffiffiffiffiffiffiffiffi

�h

Muxr=l
u

q
. At j fz j �

1 we can show that Mh ¼ 2M (1 þ 2a), Mu ¼ 2M,

M ¼ ð �h
2eÞ

2C. Introducing the notation s ¼ EJ/EC for the ratio

of the Josephson and charge energies for the Josephson junc-

tions 1 and 2, the characteristic frequencies of the approximat-

ing harmonic profile of the potential energy can be expressed

as

�hxr=l
h ¼ EJ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2a� 1

sa

r
17p fz

2a2 þ 1

4a2 � 1ð Þ3=2

 !
; (11)

�hxr=l
u ¼

EJffiffiffiffiffi
sa
p 17p fz

2a2 � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2 � 1
p

 !
: (12)

The two-well profile of the potential energy of the 3JJ

qubit, U, exists only if the condition jfzj � 1, which is men-

tioned above, is fulfilled, and at values jfzj 
 0.07 (a ¼ 0.8)

it disappears. Using the Hamiltonian operator (9) and the

orthonormal basis (7), it is necessary to find the exact

expression for the Hamiltonian matrix in this basis, which

was done in Ref. 24. Calculating the kinetic and potential

energies separately ~Hij ¼ ~Tij þ ~Vij; i; j ¼ 1; 2, it is possible

to introduce a number of notations that allow to write the

matrix of the Hamiltonian in an explicit form

ch ¼ ar
h=al

h; cu ¼ ar
u=al

u; zl=r ¼ 2p fz

4a2 � 1
62h	;

z1 ¼ ar
h

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2

c2
h þ 1

s
; z2 ¼

hr
min þ c2

hh
l
min

c2
h þ 1

; z3 ¼ ar
u

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2

c2
/ þ 1

s
;

z4 ¼ 2pfz þ
2c2

h hr
u � hl

min

� �
c2
h þ 1

� 2hr
min;

D ¼ exp
Xn

k¼1

�
xkð Þrmin

� xkð Þlmin

� �2

2 ar
xkð Þ2 þ al

xk

	 
2
� �

0
B@

1
CA

0
B@

1
CA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYn

k¼1

cxk

c2
xk
þ 1

s
:

After this, the matrix elements of the Hamiltonian of the 3JJ

qubit in the non-orthonormal (meaning, auxiliary) basis (6)

assume the form

~T11 ¼
�hxl

h

4
þ

�hxl
u

4
; ~T22 ¼

�hxr
h

4
þ

�hxr
u

4
; (13)

~T 12 ¼ ~T21 ¼ D
�hxr

hc2
h

c2
h þ 1

1�
hr

min � hl
min

� �2

al
h

	 
2 þ ar
hð Þ2

0
B@

1
CAþ �hxr

uc2
u

c2
u þ 1

0
B@

1
CA;

(14)

~V 11=22 ¼EJ 2þ a� 1

2
coshl=r

min
~f a

l=r
h

� �
~f al=r

u

� ��

þ a
2

cos zl=r ~f 2a
l=r
h

� ��
;

(15)

~V12 ¼ ~V21

¼ EJD 4þ 2a� cos z2
~f z1ð Þ~f z3ð Þ þ a cos z5

~f �2z1ð Þ
� �

:

(16)

In order to transition from the quantities (13)–(16) calculated

in the basis of Eq. (6) to quantities calculated in the basis of

Eq. (7) the following formula must be used
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H11=12 ¼ ~H11=22 1þ cð Þ2 þ 2c cþ 1ð Þ ~H12 þ c2 ~H22=11

� �
= 1� wlwr

	 
	 

H12 ¼ H21 ¼ ~H12 2c2 þ 2cþ 1ð Þ þ ~H11 þ ~H22

	 

c2 þ cð Þ

	 

= 1� wlwr

	 
	 

:

8<
: (17)

We can show that the difference between the diagonal

matrix elements H22–H11 is proportional to the normalized

magnetic flux fz and equal to zero at the degeneracy point

(for the parameters in Fig. 4(a) it is approximately equal to

H22–H11 
 2fz7.028 � 10�17 erg). It is also interesting that

according to the calculation data, with changes to fz the value

H12 is practically constant and proportional to D, moreover

D � 1. As a result, when the parameters a and s that are

given by the flux qubit topology increase, the minor diagonal

matrix elements H12 and H21 exponentially tend toward

zero, whereas changes to the other elements of the

Hamiltonian occur much more smoothly.

Numerical analysis of the dynamics of the 3JJ flux qubit

state based on the Bloch equation (the Runge-Kutta fourth-

order method was used) demonstrated that the above-

discussed “NOT” logic operation can be implemented at

picosecond times by exposing the qubit to the SFQ pulse

[Fig. 4(a)]. The probability of finding a system in the station-

ary state “0” or “1” was determined from the matrix formula

Wj ¼ cj
1

� �	
cj

2

� �	� �
q11 q12

q21 q22

� �
cj

1

cj
2

 !
; j ¼ 0; 1

with the notations

cj
1

cj
2

 !
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ jH21= Ej � H22ð Þj2
q

1

H21

Ej � H22

0
B@

1
CA
; j ¼ 0; 1;

E1;0 ¼
H11 þ H22

2
6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H22 � H11

2

� �2
s

þ jH12j2:

In order to analyze the most “complicated” situation that

occurs when the qubit interacts strongly with the control/

readout gate,25 the case of Cf s � 1 (here Cf s � 1011 s�1)

was considered. The following explicit time dependence was

used in the simulation

Cf tð Þ ¼ fz tð Þ½ �= fzð ÞMAX8t
� �� �

1011s�1:

The corresponding dynamics of the system’s stationary

state populations are shown in Fig. 4(b) for the same control

parameters and the same dependence fz(t) as in Fig. 4(a).

As can be seen from the graph, the general observations

formulated in the previous section remain valid for the case

when the fluxon acting on the qubit affects the asymmetry of

the potential (the main diagonal elements of the

Hamiltonian) and not the value of the barrier separating the

minima (minor diagonal elements of the Hamiltonian, as is

the case in Ref. 13; this case also corresponds to the mathe-

matical model considered in Sec. 2.1.).

The use of the chosen explicit dependence Cf(t) is justified

by the fact that the decoherence value must be proportional to

the value of the given signal fz(t). In the case of a 3JJ qubit this

argument is not entirely correct, since in this instance, aside

from fz(t), the contour of the qubit permeates the constant flux

U0/2 that must also influence the dynamics of the system and

the amount of decoherence. However, using a p-contact25

instead of one of the junctions in the contour of the 3JJ qubit

eliminates the need to specify the flux U0/2. Moreover, all

equations for the 3JJ qubit will also be valid for a qubit with

one p-contact, if we substitute u1 with ~u1 ¼ u1 � p: Only the

equation u1 þ u2 þ u3¼ 2p (fz þ 1/2) will change: in its right

side, the term 1=2 disappears.

2.3. The Bloch and Landau-Lifshitz-Gilbert equations: the
equivalence conditions

Before proceeding to the analysis of the qubit parame-

ters that are optimal for the implementation of operations

Fig. 4. (a) Simulation of the “NOT” operation over the 3JJ flux qubit based on the Block equation: transferring the 3JJ qubit from the ground to the first excited

state without taking into account the processes of decoherence (s ¼ 17.1 ps, EJ ¼ 1.72 � 10�15 erg, C ¼ 1.87 � 10�15 F, IC ¼ 525 nA, a ¼ 0.8, EJ/EC ¼ 6.25,

fzMAX ¼ 0.0157, Cf ¼ Ce ¼ 0). (b) Dynamics of the 3JJ qubit with the same control parameters and in the presence of a strong phase decoherence

[(Cf)MAX¼1011 s�1, Ce¼0]. The time dependences of the normalized magnetic flux that controls the qubit dynamics (a) and the phase decoherence parameter

(b) are shown on the insets.
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relevant to this article, it is necessary to devote some

attention to the following clear qualitative analogy.

Combinations of the Hamiltonian matrix elements can be

conveniently examined as a magnetic field acting on the

magnetic moment, with the z-component (proportional to

(H22–H11)/2 and fz) rotating the Bloch vector (magnetic

moment) and the x-component (proportional to H12) impact-

ing the amplitude of the rotation. The Landau-Lifshitz-

Gilbert (LLG)27 equation, which describes the dynamics of

the classical magnetic moment in a magnetic field in the

presence of coupling with the environment (“relaxation”)

can be written as

dm

dt
¼g m�H½ ��Pjgj

jmj m� m�H½ �½ �; P>0; g¼ c

1þP2
:

(18)

Here c is the gyromagnetic ratio and P is the Gilbert relaxa-

tion parameter.

Let us formulate the simplifications that must be

applied to the Bloch and LLG equations so that they

become equivalent up to notation. Without taking into

account the processes of decoherence of the states, only

the first term is conserved on the right side of Eq. (18) (in

this case we are talking about a precession equation). The

quantum analogue of the magnetic moment vector m(t) is

the Bloch vector R(t) ¼ Rx(t)nx þ Ry(t)ny þ Rz(t)nz, which

is related to the quantum state given by the density matrix,

using the relations Rx(t) ¼ q12(t) þ q21(t), Ry(t) ¼ i(q12(t)
� q21(t)), Rz(t) ¼ q11(t) � q22(t). It can be seen from

the Bloch equation (4) that the dynamics of the qubit

state do not change if the Hamiltonian matrix is rewritten

as

Ĥ tð Þ ¼ � H22 � H11=2ð Þ H12

H	12 � H22 � H11ð Þ=2

� �

and then

dRx tð Þ
dt
¼ x0 tð ÞRy tð Þ � Cf þ Ce=2

	 

Rx tð Þ;x0 tð Þ ¼ H22 tð Þ � H11 tð Þð Þ=�h

dRy tð Þ
dt
¼ �x0 tð ÞRx tð Þ � xrot tð ÞRz tð Þ � Cf þ Ce=2

	 

Ry tð Þ;xrot tð Þ ¼ 2H12 tð Þ=�h

dRz tð Þ
dt
¼ xrot tð ÞRy tð Þ � Ce 1þ Rz tð Þð Þ:

8>>>>>>>>><
>>>>>>>>>:

(19)

Now, we can clearly see the complete analogy between

the Bloch and the LLG equations without having to account

for the decoherence processes. In fact, if we introduce the

effective magnetic field cH(t) ¼ �xrot(t)nx þ x0(t)nz �
� cHx(t) þ c Hz(t) and identify the vectors m(t) and R(t), then

the previous equation for Cf¼ 0, Ce¼ 0 reduces to the form

dm tð Þ
dt
¼ c m tð Þ �H tð Þ½ �; (20)

which coincides with the well-known precession equation

[Eq. (18) at G ¼ 0].

The dynamics of the Bloch vector components when

performing the “NOT” logic operation are shown in Fig. 5(a)

and clearly illustrate the analogy discussed above.13 It can

be seen that finding the system in the ground stationary state

corresponds to the case when the Bloch vector R(t) is

directed along the Ox (Rx(t)¼1) axis, and the occurrence of

the first excited stationary state corresponds to the case when

R(t) is directed against the said axis (Rx(t) ¼ �1).

In the considered process (G ¼ 0, Cf ¼ 0 and Ce ¼ 0) the

effective magnetic field cHz(t) ¼x0(t)nz fz(t) 6¼ 0 (and,

accordingly H11(t) 6¼ H22(t)). In this time interval, when the

qubit interacts with the fluxon jx0(t)j  jxrot(t)j, jHz(t)j
jHx(t)j and cH(t) 
 cHz(t), and therefore the Bloch vector

rotates by p radian around the Oz axis, and it is in this way

that the Hz(t) field allows for the “NOT” operation to be per-

formed. At the same time the x-projection of the Rx(t) Bloch

vector changes signs, the y-projection of Ry(t) vector is equal

to zero at the beginning and at the end of the process, and the

z-component of Rz(t) is always approximately equal to zero

and does not change, which is as it should be in the precession

around the Oz axis. If after exposure the system remains at the

point of degeneracy (fz(t) ¼ 0), then the condition x0(t) ¼ 0

will be fulfilled for the system, and therefore in accordance

with the first of Eq. (19) the value Rx(t) will be constant, and

the system will not leave the stationary state until the decoher-

ence mechanisms of the qubit states manifest themselves. A

numerical calculation has shown that the growth of the field

Hx(t) can lead to a “decrease” in the precession amplitude,

described above, and is therefore undesirable.

Now consider a situation in which the found analogy is

violated. Given non-dissipative dynamics the Bloch vector

has a unit length and ends at the surface of the Bloch sphere.

The situation changes in the presence of a phase (and/or

energy) “decoherence.” The corresponding dynamics of the

Bloch vector components are shown in Fig. 5(b) at times of

about 300 ps, which is when the decoherence processes man-

ifest themselves. The state of the system in the process of

dynamics becomes mixed, and the Bloch vector becomes

less than unit length. If an attempt is made at extending the

analogy to Eq. (18) while accounting for all the terms, than

it can be shown that the length of the classical magnetic

moment vector will also be constant for P 6¼ 0 while the

length of the quantum Bloch vector decreases. In addition, it

can be shown that over the course of the dynamics described
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by Eq. (18), for a field with a constant direction H(t) and P
¼ const 6¼ 0, the vector m(t) in the process of its dynamics

eventually turns out to be directed along the vector H(t).
Concerning Fig. 5(b), in this case the dynamics of the 3JJ

qubit state were studied at the point of degeneracy, when in

the effective magnetic field only the term cHx(t) was non-

zero: here, under the influence of the phase and energy relax-

ation the Bloch vector acquires a nonzero z-projection Rz(t)
and a non-zero y-projection Ry(t), while its x-projection Rx(t)
turns out to be equal to zero. Thus, unlike the classical LLG

equation, the dynamics of the quantum Bloch vector in the

presence of coupling with the environment reduces to its

reorientation perpendicular to the effective magnetic field,

for a traditional flux qubit at reasonable system parameters.

2.4. Readout and control: optimizaiton of the qubit
parameters

In order to study the possibilities for an optimal execu-

tion of a “NOT” logic operation within the framework of a

sufficiently realistic model for a 3JJ flux qubit, and apply

the recently obtained clear quantum-classical analogy, we

consider the constant and negligibly small “decoherence

parameters”: Cf ¼ 107 s�1, Ce ¼ 106 s�1. In the new nota-

tion the conditions for carrying out such an operation can

be formulated as the requirement that jxrotj � jx0j (or jx0/

xrotj � j(H22–H11)/(2H12)j  1) for fz 6¼ 0, which allows

us to neglect in Eq. (19) the terms containing xrot. For this

case the Bloch equation is solved analytically:

RxðtÞ ¼ exp � Cf þ Ce=2
	 


t
	 


Rxð0Þ cos kðtÞ þ Ryð0Þ sin kðtÞ
	 


; kðtÞ ¼
ðt
0

x0ðt0Þdt0

RyðtÞ ¼ exp � Cf þ Ce=2
	 


t
	 


�Rx 0ð Þsin k tð Þ þ Ry 0ð Þcos k tð Þ
	 


Rz tð Þ ¼ 1þ Rz 0ð Þð Þexp �Cetð Þ � 1:

8>>>>>>><
>>>>>>>:

(21)

For the initial condition R(0)¼{1,0,0} given an insignif-

icant decoherence Rx(t)¼cosk(t), so that the “NOT” opera-

tion can be implemented by the Bloch vector rotation around

the Oz axis with an angular velocity x0 if jxrotj � x0 and

the solution to Eq. (21) is applicable. The duration of the

interaction between the fluxon and the qubit, determined by

the rate of fluxon motion, must in this case be selected such

that the condition k(t) ¼ p is fulfilled. However if the condi-

tion jxrotj � jx0j is violated, a rotation around the Ox axis

with a frequency xrot is superimposed on this rotation, which

decreases the “amplitude” of the main rotation and prevents

the realization of the “NOT” operation.

Within the framework of this model we understand the

dynamics of the 3JJ qubit state exposed to an external field,

during which the populations of the stationary states return to

initial values after interacting with the fluxon [see Fig. 6(a)],

as the readout operation. By comparing this figure with Fig.

4(a) it can be seen that all other things being equal, the mag-

netic flux fz0 that is required for readout is exactly twice as

large as the magnetic flux that is required for the “NOT” oper-

ation, if xrots � 1. When xrot s  1 the restriction on the

magnitude of the inverse effect the “readout” fluxon has on

the qubit can be removed [see the curve “Read” on Fig. 6(b)]:

for sufficiently long exposure times the readout can be suc-

cessfully implemented regardless of how accurately its dura-

tion is selected. The graphs in Fig. 6 were obtained under the

condition that in terms of magnitude, the product of fluxon

pulse duration and its amplitude is about constant, and that for

readout it is twice as large as for the write operation.

In order to optimize the “NOT” operation implementation

mode it is convenient to consider it as a change in the population

of the second stationary state from zero to the value Wmax,

which must lie as close as possible to one. This value, as a func-

tion of the xrots parameter is presented as the “NOT” curve on

Fig. 6(b): the implementation of the “NOT” logic operation by

the described method is possible only for xrot s� 1. Since the

duration for the “NOT” operation is determined by the value

x0, the conditions jxrotj � jx0j and xrot s� 1 are equivalent.

3. Conclusion

The readout and control operations over the qubit states

can be implemented by exposing the qubit to a ballistic

Fig. 5. The components of the Bloch

vector of the 3JJ qubit (EJ ¼ 1.72 �
10�15 erg, C ¼ 1.87 �10�15 F, IC ¼
525 nA, a ¼ 0.8, EJ/EC ¼ 6.25) as

functions of time (a) when performing

the “NOT” logic operation without

accounting for the processes of state

decoherence (s ¼ 17.1 ps, fzMAX ¼
0.0157, Cf ¼ Ce ¼ 0); (b) at fz¼0 and

given the presence of strong coupling

with control and readout circuits (s ¼
300 ps, Cf � 1011 s�1, Ce� 1010 s�1).

796 Low Temp. Phys. 43 (7), July 2017 Klenov et al.



fluxon, as well as to a fractional fluxon (semi-fluxon), propa-

gating almost without energy dissipation in adiabatic super-

conductor logic circuits.28–30 The specificity of the

macroscopic quantum interference in such multi-element

systems allows for the creation of a readout/control soliton-

like wave of the required type of currents.31,32 In addition,

here it is possible to vary the rate of fluxon (semi-fluxon)

propagation along the Josephson transmission line (by

changing the supply current, for example), directly over the

course of the experiment and within a fairly large range, thus

controlling the duration of the qubit-fluxon interaction. The

effective control over the population of the qubit stationary

state is possible only if certain conditions for the duration

and matrix elements of the qubit Hamiltonian are fulfilled:

xrot � x0, xrot s � 1. As demonstrated by the performed

calculations, for the three-Josephson-junction flux qubit this

condition is well-satisfied, if the condition for the relation

between the Josephson and Coulomb energy of the elements

s ¼ EJ/EC:s 1 is also satisfied; otherwise the value of xrot

increases sharply. On a practical level this means that there

is no use in utilizing a value of s that is less than 5, which

does not present any technical difficulties as of today. By

substantially increasing the effective duration of the fluxon

effect on the qubit, we can transition to the readout

mode, thus obtaining information about the state of the

artificial quantum system and creating a relatively weak

“perturbation” in the latter.
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